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Preface

This volume is the outgrowth of several international meetings to discuss a
vision for the future of solar radio physics: the development of a new radio
instrument. From these discussions, the concept for the Frequency Agile Solar
Radiotelescope (FASR) was born. Most of the chapters of this book are based
on invited talks at the FASR Science Workshop, held in Greenbank, WV in May
2002, and a special session on Solar and Space Weather Radiophysics held at
the 200th American Astronomical Society meeting held in Albuquerque, NM
in June 2002. Although many of the chapters deal with topics of interest in
planning for FASR, other topics in Solar and Space Weather Radiophysics,
such as solar radar and interplanetary scintillation, are covered to round out the
discipline. The authors have been asked to write with a tutorial approach, to
make the book useful to graduate students and scientists new to radio physics.

This book is more than a compilation of FASR science topics. The FASR
instrument concept is so revolutionary—by extending capability by an order of
magnitude in several dimensions at once (frequency coverage, spatial resolu-
tion, dynamic range, time resolution, polarization precision)—that it challenges
scientists to think in new ways. The authors of the following chapters have been
tasked not only with reviewing the current state of the field, but also with looking
to the future and imagining what is possible.

Radio emission is extremely complex because it is generated so readily, and
every imaginable plasma parameter affects it. This is both its great strength
and its weakness. It offers tremendous diagnostic potential for the study of the
quiet and disturbed solar atmosphere and heliosphere, but it also places great
demands on the precision and quality of observations needed to interpret the
information. FASR will be the first instrument to achieve the necessary pre-
cision with simultaneously excellent spatial, spectral, and temporal coverage.
Together with observations in other wavelength regimes, both from the ground
and from space, FASR will not only unleash the potential for radio diagnostics
we are already familiar with—coronal magnetograms, electron acceleration,
coronal mass ejections—but it will also allow new science to be addressed.
Each author has thought about what will become possible when FASR and the
other next-generation solar and heliospheric instruments are available, and has

xxiii



xxiv SOLAR AND SPACE WEATHER RADIOPHYSICS

attempted to describe the discoveries we can expect over the next two decades.
To quote N. Gopalswamy (Chapter 15): solar radio astronomy, and solar and
heliospheric physics in general, is “poised for a leap.”

I would like to thank my wife, Kyle Gary, for her assistance in proof-reading
the manuscript. Any errors that remain are mine. Thanks is also due to my
co-editor, Christoph Keller, for helping to collect the chapters and for authoring
the index terms. My special thanks goes to each of the chapter authors, in
particular Tim Bastian, Gordon Hurford, and Stephen White, whose vision and
enthusiasm not only made this book possible, but also helped to define FASR
and will help to make it a reality.

DALE E. GARY



Chapter 1

SOLAR AND SOLAR RADIO EFFECTS
ON TECHNOLOGIES

Louis J. Lanzerotti
Bell Laboratories, Lucent Technologies, Murray Hill, NJ 07974 USA

Center for Solar-Terrestrial Research, New Jersey Institute of Technology, Newark, NJ 07102

USA

ljl@lucent.com; louis.j.lanzerotti@njit.edu

Abstract As technology has vastly expanded in the last century and a half, those tech-
nologies that can be affected by the Sun and by solar-produced processes has
also increased in number and in their design and operational complexity. A brief
history of the influences of solar-produced effects on technologies is provided,
beginning with the deployment of the initial electrical telegraph communications
systems in the 19th century. An overview is provided of present-day technologies
that can be affected by solar-terrestrial phenomena such as galactic cosmic rays,
solar-produced plasmas, and geomagnetic disturbances in the Earth’s magneto-
sphere. Some recent considerations of the effects of solar radio noise and bursts
on radar and radio communications systems are discussed. New and advanced
initiatives in studies of the Sun by radio techniques, especially with the FASR
project, will provide important information that will be of considerable relevance
to understanding and forecasting space weather.

1. Introduction, and Some History

Very rapidly after the invention and development of the first practical work-
ing electrical telegraph in 1835 by Samuel F. B. Morse (patent confirmed by the
U.S. Supreme Court in 1854), electrical telegraph systems began to be deployed
widely in Europe and the eastern United States. The first line, installed along
a railway between Baltimore and Washington, transmitted Morse’s initial mes-
sage (“What hath God wrought?”) in 1844 May. This electric-based telegraph
system was a vast improvement over previous electrical proposals. And in ad-
dition, it certainly provided a more robust resistance to the vagaries of nature in
the form of weather and seeing that could plague the optical, semaphore-type,

1



2 SOLAR AND SPACE WEATHER RADIOPHYSICS

systems that had been attempted over the prior decades, especially in England
and France (see, for example, Standage, 1998). Indeed, Napoleon Bonaparte
was a strong proponent of optical telegraphy for military and other purposes,
and especially developed a “line” in preparation for a future (which did not
occur) invasion of England.

However, in “parallel” with the deployment of the new electrical telegraphs
(many of which were also developed in association with the burgeoning new
railroad industry), the systems were found to frequently exhibit “anomalous
currents” in their wires. As a telegraph engineer with the Midland railroad in
England, W. H. Barlow appears to have been the first to systematically study, and
record, these currents in an attempt to understand the source of these anomalies
(Barlow 1849). Barlow’s measurements of the excursions of the galvanometer
meters on the Midland Company railway telegraph circuits show a definite
diurnal variation (Lanzerotti 2001). Such a variation would certainly suggest
an effect of nature on the communication lines. A likely interference of nature
was noted by Barlow himself, as he wrote that “. . . in every case which has come
under [his] observation, the telegraph needles have been deflected whenever
aurora has been visible.” Communication engineers have longed recognized
that both of these “nature effects”—aurora and the Earth (telluric) currents—
are attributable to electrical currents that flow in the Earth’s ionosphere and
magnetosphere.

Thus, while the new electrical telegraph allowed communications to avoid
many of the afflictions that atmospheric weather imposes on optical telegraphs,
the effects of nature’s “space weather” now was a factor that had to be dealt
with1. It would be several decades before the relationship between solar-
produced effects and the operations of the electrical telegraph were firmly be-
lieved, nearly a century before “space weather” became a wider concern for
technology, and more than a century and a half before “space weather” became
a term in common engineering and science usage.

2. Electromagnetic Waves and Wireless

The first wireless telegraph signals using electromagnetic waves were sent by
Guglielmo Marconi in 1895. Marconi was not only talented in using technology,
he was also an astute business person. He clearly recognized that his ship-to-
shore wireless enterprizes should be extended to intercontinental distances,

1The electrical telegraph did not totally eliminate all of nature’s atmospheric weather effects, however.
Silliman (1850) noted that “One curious fact connected with the operation of the telegraph is the induction
of atmospheric electricity upon the wires . . . often to cause the machines at several stations to record the
approach of a thunderstorm.”
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and accomplished this in December 1901 with the reception at St. John’s,
Newfoundland, of signals transmitted from his Poldhu Station in Cornwall2.

Marconi’s achievement was only possible because of the existence of the
ionosphere that reflected the Poldhu-transmitted signal, which otherwise would
have propagated off into space. This reflecting layer at the top of Earth’s
neutral atmosphere was definitively identified some two decades later by the
investigations of Briet & Tuve (1925) and by Appleton & Barnett (1925)3.
Obviously, the physical state of this upper atmosphere conducting layer was of
critical importance for the success (or failure) of reliable wireless transmissions.

The same ionosphere electrical currents that could produce “spontaneous”
electrical currents within the Earth (and thus disturb the electrical telegraph)
could also affect the propagation and reception of the transmitted long-distance
wireless signals. This was noted by wireless engineers of the time, and Marconi
himself wrote (1928) that “. . . times of bad fading [of radio signals] practically
always coincide with the appearance of large sun-spots and intense aurora-
borealis usually accompanied by magnetic storms. . . .” He further significantly
noted that these are “. . . the same periods when cables and land lines experi-
ence difficulties or are thrown out of action.” Obviously “space weather” was
affecting both of these communications technologies.

An example of a study of very long wavelength, long-distance wireless is
shown in Figure 1.1 (reproduced from Fagen (1975), which contains historical
notes on early wireless research in the old Bell Telephone System; see also
Southworth 1962). Shown are the yearly average daylight cross-Atlantic trans-
mission signal strengths for 1915–1932 (upper trace) and the sunspot numbers
(lower trace). The intensities in the signal strength curves were derived by av-
eraging the values from about ten European stations that were broadcasting in
the 15 to 23 kHz band, after reducing them to a common base4.

There is clearly an association between the two quantities in Figure 1.1.
Wireless engineers at the time could use such information to provide them with
some perspectives on expected transmission quality on a year-to-year basis—
provided of course, that future sunspot numbers could be forecast. And such a
forecast might be possible since the investigation of sunspot numbers and their
future values had been an intellectual challenge since the report of Schwabe
(in 1851) of an approximately ten year period in spot numbers5. The series
was subsequently extended back to about 1750 (discussed by, for example,
Carrington 1863; Stetson 1937; Clayton 1943, Abetti 1952) and is actively

2Guglielmo Marconi was awarded the Nobel Prize in Physics in 1909 for this accomplishment.
3Edward V. Appleton was awarded the Nobel Prize in Physics in 1947 for his ionosphere research.
4The signal from the transmitter in Nauen, Germany, was used as the base.
5He reported sunspot maxima in 1828, 1837, and 1848 (the year following Barlow’s study of the anomalous
electrical currents in the Midland Railway Company telegraph lines in England), and minima in 1833 and
1843 (Chapman & Bartels 1940).
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Figure 1.1. Yearly average daylight cross-Atlantic transmission signal strengths and sunspot
numbers for the interval 1915–1932.

forecast forward today. Thus, the existence of a “periodicity” could make
feasible the forecasting of transmission quality, and is a quantitative feature
that is used presently as one of many inputs in a number of space weather
products.

Not only did the transmissions of wireless signals seem to depend upon the
long-term (order eleven year) trend in sunspot numbers, but the signal strengths
also were affected on shorter time periods—month-to-month and year-to-year.
This is illustrated in Figure 1.2 for the strength (in mV/m) of a long wavelength
(18 kHz) signal recorded in Massachusetts during a two-year period, 1926–1928
(Stetson 1930). The sunspot number is plotted, inverted, as the top trace.

The practical effects of solar-produced disturbances on radio communica-
tions was well illustrated by a headline that appeared over a front page article in
an issue ofThe New York Times6. This headline noted that “Violent magnetic
storm disrupts short-wave radio communication.” The sub headline related that

6Sunday, January 23, 1938.
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“Transoceanic services transfer phone and other traffic to long wave lengths as
sunspot disturbance strikes.”

Figure 1.2. Lower trace: Radio field strength (in mV/m) recorded in Boston from station
WBBM in Chicago for 1926–1928. Upper trace: Inverted curve of Wolf sunspot numbers.

The engineering work-around that shifted the cross-Atlantic wireless traffic
from shorter to longer wavelengths prevented the complete disruption of voice
messages at that time. Engineering solutions and engineering work-arounds to
ameliorate space weather effects have always been of commensurable impor-
tance with deeper scientific understanding of the underlying causes. This is
analogous to numerous engineering approaches that are used to address the po-
tential effects of natural hazards on human technologies and infrastructures. For
example, understanding the frequency dependence of the amplitudes of ground
motions allows civil engineers to design more robust structures in earthquake-
prone regions. The employment of lightning rods, pioneered by Benjamin
Franklin, aids in reducing—or eliminating—the effects of atmospheric cloud-
to-ground discharges on structures.

3. Solar-Terrestrial Effects on Technologies

From the earliest installations of the electrical telegraph systems to the begin-
nings of wireless communications, from the establishment of inter-connected
power grids to the flight in recent decades of humans in space, the role of the
solar-terrestrial environment for the successful implementation and operation of
many contemporary technologies has continued to increase in importance. Illus-
trated in Figure 1.3 are selected examples of the times of large solar-originating
disturbances on ground and space-based systems.

The operations and survivability of both ground- and space-based technical
systems as denoted in Figure 1.3 have often encountered unanticipated surprises
because of natural space environmental effects. As technologies continue to in-
crease in sophistication, as well as in miniaturization and in interconnectedness,
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Figure 1.3. Yearly sunspot numbers with indicated times of selected major impacts, or the
beginning of major effects, of the solar-terrestrial environment on technical systems (largely
ground-based).

more sophisticated understanding of the Earth’s space environment continues
to be required as well. In addition, the increasing diversity of technical systems
that can be affected by solar-terrestrial processes is accompanied by continual
changes in the dominance of one technology over another for specific use, both
civil and governmental. For example, in 1988 satellites were the dominant car-
rier of transoceanic messages and data; only about two percent of this traffic was
over ocean cable. By 1990, the wide bandwidths provided by fiber optic cables
meant that 80% of this traffic had migrated to ocean cables (Mandell 2000).
Hence the importance of specific space weather processes is also changing with
time and with the technology employed.

Many modern-day technological systems and components that are affected
by various aspects of the solar-terrestrial environment are listed in Table 1.1
(Lanzerotti 2001). All of the environmental elements listed have design and/or
operational implications for the systems and components indicated. Discus-
sions of the environmental elements and their effects on the systems and com-
ponents are provided in Lanzerottiet al. (1999) and Lanzerotti (2001).
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Table 1.1. Impacts of Solar-Terrestrial Processes on Technologies

Solar-Terrestrial Process Impact Technologies Affected

Magnetic Field Variations Induction of electrical Power distribution systems
currents in the Earth Long communications cables

Pipelines
Directional variations Spacecraft attitude control

Compasses

Ionosphere Variations Reflection, propagation Wireless communication
attenuation systems

Interference, scintillation Communication satellites
Geophysical prospecting

Solar Radio Bursts Excess radio noise Wireless systems
Radar systems
GPS transmissions

Particle Radiation Solar cell damage Spacecraft power
Semiconductor damage/failure Spacecraft control
Faulty operation of Spacecraft attitude control

semiconductor devices
Charging of surface Spacecraft electronics

and interior materials
Human radiation exposure Astronauts

Airline passengers

Micrometeoroids and Physical damage Solar cells
Artificial Space Debris Orbiting mirrors,

surfaces, materials
Entire vehicles

Atmosphere Increased drag Low altitude satellites
Attenuation/scatter of Wireless communication

wireless signals systems

4. Solar Radio Emissions

The first realization of the existence of radio signals originating from sources
other than Earth’s atmosphere and human-produced was the discovery of emis-
sions from the Milky Way galaxy by the Bell Laboratories engineer Karl Jansky
in the early 1930s (Jansky 1933). The discovery of galactic radio noise by Jan-
sky was made in the course of his studies of radio static on ship-to-shore and
transatlantic communications circuits in Holmdel, New Jersey. Although the
Illinois-based radio engineer Grote Reber, the only technically-trained indi-
vidual who readily followed up on Jansky’s discovery, attempted to measure
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possible radio emissions from the Sun (and other solar system objects), a decade
was to pass before there was success (Hey 1973) in this regard.

As in the case of Jansky’s discovery, the first measurements of the quiet radio
emission of the Sun in June 1942 (Southworth 1945; 1962) and of solar radio
bursts in February 1942 (Hey 1946; 1973) were made while each of the engi-
neers were pursuing more practical radio objectives. In the case of Southworth,
it was the development of low noise microwave receivers for communications
purposes. In the case of Hey, it was the pursuit of the understanding and possible
mitigation of the jamming of British radar during the Second World War7.

Hey (1973) comments on the missed opportunities (following Jansky’s work
and publications) to detect solar radio emissions. He attributes the “previous
failures of other workers to recognize abnormal solar emissions” to the “stulti-
fying effect of clinging to established viewpoints.” In any event, the post-war
publications of Southworth and of Hey on solar radio stirred a high level of
research interest on solar radio physics beginning in the late 1940s. This re-
search established that solar radio emissions can exhibit a wide range of spectral
shapes and intensity levels (e.g., Kundu 1965; Guidice & Castelli 1972; Castelli
et al. 1973; Barronet al. 1985). Research on solar radio phenomena remains
an active, productive, and important field of study of the Sun today, both in its
own right as well in association with studies of other energetic solar phenomena
such as solar x-rays, gamma rays, and energetic particle acceleration (Bastian
et al.1998).

5. Contemporary Solar Radio and Some Implications for
Technologies

5.1 Solar noise levels and technologies

Shown in Figure 1.4 are the time dependencies of a number of solar-origin-
ating phenomena measured near Earth during 1991, within the peak years of
solar cycle 22 (Lanzerottiet al.1997). The top two panels plot the solar radio
emissions (average noontime values) at frequenciesν = 1.415 GHz andν =
15.4 GHz. For an overall perspective of other physical phenomena emitted by
the Sun during this year, sequentially below these traces are plotted the low
energy proton fluxes measured by the solar polar-orbiting Ulysses spacecraft
and by the near-Earth IMP-8 spacecraft, and the speed of, and interplanetary
magnetic field carried in, the solar wind at Earth.

7The solar activity that produced the severe jamming in British radar in February 1942 was also the event
that produced solar flare-associated particles that were directly measured for the first time. These high-
energy particles, now of considerable space weather importance for their effects on space electronics and on
humans in space, were detected on February 28 and March 7, 1942, by the ground-based, shielded ionization
chambers of Scott Forbush (1946) who was conducting a worldwide program of measurements of “cosmic
rays”.
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Figure 1.4. Variation with time of several solar-originating phenomena measured near Earth
during the year 1991.

There is a wide range of variability in the solar radio emissions in the upper
two panels. An analysis showed that during 1991 the average noontime mea-
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sured flux atν = 1.145 GHz and atν = 15.4 GHz was−162.5 and−156
dBW/(m2 4kHz), respectively. These values are 6 and12 dB above the 273 K
(Earth’s surface temperature) thermal noise of−168.21 dBW/(m2 4kHz). Fur-
ther, these average noontime fluxes at Earth are only 20 and 14 dB, respectively,
below the maximum flux of 142 dBW/(m2 4kHz) that is allowed for satellite
downlinks by the ITU regulation RR2566. Because this radio noise originates
at the Sun in plasma physics processes in the solar photosphere and corona, and
is not simple blackbody radiation (e.g., Bastianet al.1998), the emissions may
occur in distinct frequency ranges and be neither stationary in time nor have a
Gaussian distribution.

An analysis of local noontime solar radio flux data over the last few solar
cycles (data from the National Geophysical Data Center (NGDC) of the National
Oceanic and Atmospheric Administration (NOAA), Boulder, CO, USA) shows
that at 10.2 cm (ν = 2.8 GHz, in one of the contemporary wireless frequency
bands), such signals change by about 5.3 dB peak-to-peak during the cycle.
They also have a standard deviation around the local one-year mean of0.7 dB
(Lanzerottiet al. 1997). The maximum excursion above the local mean was
found to be3.6 dB. It is reasonable to expect, therefore, that emission levels up
to two standard deviations above the 1991 levels (at least 5 or 6 dB, and perhaps
as high as 7 or 8 dB) might occur at some time during a solar maximum period.
Such noise levels would reduce the 14 dB margin at 15.4 GHz to only about 6
or 7 dB.

The solar radio data shown in Figure 1.4 are only local noontime values.
Short-term variations with durations of a few seconds can be at least 35 dB
higher than these values (Barronet al.1980; Benz 1986; Isliker & Benz 1994).
For example, the large flare of 1967 May 23 produced a flux level measured at
Earth> 100, 000 solar flux units (SFU =10−22 W/(m2 Hz)), and perhaps as
high as 300,000 SFU atν ∼ 1 GHz (Castelliet al.1973). This corresponds to
−129 dBW/(m2 4kHz), or 13 dB above the maximum limit of−142 dBW/(m2

4kHz) noted above.

5.2 Solar noise interference

Solar interference is maximized for geosynchronous (GEO) satellite trans-
missions in the late February to early April and late August to early October time
intervals. The time of maximum interference depends upon the latitude of the
receiving station on the ground. For the continental United States this interval
is in early March and early October. The duration of interference may last up
to thirty minutes or more, depending upon the receiving antenna beam width.
Antennae receiving signals from GEO spacecraft in the eastern (western) sky
will be subject to inference in local morning (afternoon) hours.
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The same morning/afternoon situation for interference times exists for wire-
less cell sites. An instance of enhanced dropped calls during local morning
hours in the base stations of a United States cellular system was shown in
Lanzerottiet al.(1999) at the time of enhanced solar activity. Unlike the situa-
tion of GEO satcoms, interference on ground-based wireless is not seasonally
dependent.

Substantial (perhaps up to 10 dB) reduction in received Global Positioning
Satellite (GPS) signals can occur under the most intense solar radio bursts. Such
occurrences will reduce link margins and degrade signal acquisition. Again,
this interference will not be largely seasonally dependent.

Radars are used for tracking and guiding numerous objects in time and across
space. Radar antenna tracking at low elevation angles relative to the solar di-
rection can suffer reduced noise floors in their received back-scattered signals,
depending upon beam widths and side lobes. Antennae pointing more in the so-
lar direction can result in noise levels far above target signals, causing complete
loss of any targets being sought or followed. Interference on several different
radars reportedly occurred on several occasions at the time of solar radio bursts
during the intense solar activity from 2001 March 24 to April 6 (S. Quigley,
Air Force Research Laboratory, private communication, 2001). The radio burst
event on 6 April was discussed in the context of its interference potential for
wireless communications, using data from the NJIT Owens Valley (California)
Solar Array (Lanzerottiet al.2002).

5.3 Statistics of solar radio noise

As discussed in§5.1, short time variations (bursts from milliseconds to many
minutes or longer) in solar radio noise levels can attain very large amplitudes,
many dB above the quiet Sun background. Since the contemporary knowledge
base of the statistics of the occurrence frequency and amplitude distributions
of solar bursts did not exist, several recent investigations have been directed
toward these objectives (Balaet al.2002; Nitaet al.2002). These investigations
were motivated by the types of noise level discussions in§5.1, and by other
considerations of wireless interference possibilities.

As discussed in Balaet al. (2002) (see also Nitaet al. 2002) the solar flux
Feq where the thermal noise levels and the solar noise levels are approximately
equal is∼ 960 SFU for a cellular base station operating at 900 MHz and with
a gain of∼ 10 for a single polarization antenna. This is more than twice the
thermal noise power.Feq ≈ 6000 SFU for a base station operating at 2.4 GHz
with the same antenna gain.

Forty years of solar radio burst data that had been collected by the NGDC
were acquired, processed and reformatted for the statistical analyses reported in
Balaet al.(2002) and in Nitaet al.(2002). Figure 1.5 shows histograms of the
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number of events per day per frequency bin for the forty year period, 1960–1999
(Figures 1.5a, b) and for the three solar cycles (cycles 20, 21, 22) separately
(Figures 1.5c–h) as a function of frequency for two separate frequency ranges—
1 to 10 GHz and 10 to 20 GHz. In all panels the binned intensities are for bursts
> 103 SFU.

Figure 1.5. Number of solar burst events per day with amplitudes> 103 SFU (a andb) for 40
years, (c andd) for cycle 20, (e andf ) for cycle 21, and (g andh) for cycle 22. The frequency
ranges are 1–10 GHz (excluding 10 GHz) shown in the left panels and 10–20 GHz (excluding
20 GHz) in the right panels. Here, the number of events per day per bin is 1000.

The occurrence distributions (Figure 1.5) for events with amplitudes> 103

SFU decrease with amplitude (peak flux density) approximately as an inverse
power law. The implications of such distributions for solar radio emission
mechanisms are addressed by Nitaet al.(2002). In both frequency bands shown,
most events have amplitudes< 105 SFU. The single event with amplitude> 105
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SFU was recorded on 1974 July 04 at Kiel, Germany, atν = 1 GHz (2.6× 105

SFU) andν = 1.42 GHz (8× 105 SFU).
There is an apparent increase in the number of larger events (> 104 SFU) in

both frequency ranges as one progresses from solar cycle 20 to 22 (Figure 1.5).
The physical implications, if any, for this is not understood. Instrumentation
effects such as possible changes in the dynamic range sensitivities of the instru-
ments at the various reporting sites cannot be ruled out. Further discussions
of these points and others, including changing local time distributions of the
global recording sites over the decades, are contained in Nitaet al. (2002).

The yearly dependence of the daily number of events for events with peak flux
densities> 103 and> 104 SFU are shown in Figures 1.6a, b, respectively. The
frequency bandsν = 1–2 GHz, 2–4 GHz, and 4–10 GHz are shown with solid,
dotted, and dashed lines, respectively. The 11-year sunspot cycle is clearly
evident in the statistics. The marked increase in the daily occurrence of larger
events in later solar cycles can also be seen. The double peak in the number
of radio burst events in the 22nd cycle is clearly evident in geomagnetic storm
sudden commencements in this cycle, and somewhat less evident in the number
of sunspots (see Solar Geophysical Data, No 668A, 2000).

Taking a solar flux level of103 SFU as a context “threshold”, then Figure 1.6
indicates that there can be of the order of one event of this size or larger every
∼10–20 days or so on average per year. The event occurrence rate will be larger
during solar maximum and smaller during solar minimum. The possibility for
interference will also depend upon antenna orientation at a given site.

Considering that an antenna at a given site is most susceptible for∼ 3 h each
around local morning and local evening hours, then the chances for interference
would reduce to perhaps one event with peak flux density> 103 SFU or larger
every∼ 40 to 80 days, or a few times per year at a given cell site. Since
numerous sites will be pointing in the solar direction at the same time, a large
service area could be affected by a single burst.

6. Conclusion and Looking to the Future

History has shown that as older technologies are upgraded, or new technolo-
gies are introduced, their design features must often be evaluated in the context
of the space-affected environments that they will operate in, or operate under
the influence of, in order to ensure reliable performance. Thus, many features
of the solar and the solar-terrestrial environment must be taken into design and
operational consideration in order to ensure the survivability and reliable op-
erations of the technologies. Engineers who at the time were studying other
topics in radio physics discovered radio emissions from the Sun. Since these
discoveries more than sixty years ago, solar radio emissions have become to be
important physical phenomena not only for scientific investigations but also for
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Figure 1.6. Total number of events per day as a function of time in years (a) for peak flux
> 103 SFU and (b) for peak flux> 104 SFU. The frequency ranges are 1–2, 2–4, and 4–120
GHz.

their role in predicting, in producing, and in mitigating space weather effects
on technologies.

A number of new research initiatives, observational as well as theory and
modeling, are being discussed, developed, and implemented for the future that
will significantly enhance capabilities for understanding, and ultimately fore-
casting, space weather conditions. A presentation of most of these initiatives
is contained in the Decadal Survey study of solar and space physics that was
recently carried under the auspices of the National Research Council (NRC)
(2003). The report of the study also contains substantial discussion of space
weather issues, both research as well as policy challenges. This Survey of the
research field and the report on its future makes clear that observational research
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on the Sun requires a concerted future effort that must encompass all aspects of
solar studies. Investigations discussed and prioritized range from a spacecraft
project to fly within a few solar radii of the Sun’s photosphere (Solar Probe
mission), to a new ground-base solar optical telescope that was previously en-
dorsed in the NRC’s decadal survey of astronomy (the Advanced Technology
Solar Telescope—ATST).

The highest priority small program in the Solar and Space Physics Survey
is the Frequency Agile Solar Radiotelescope (FASR) project. This project,
with its multi-frequency imaging array of antennas will be able to yield high
spatial resolution images of solar active regions with the time resolution that
is critical for understanding the radio bursts and microbursts that can interfere
with sensitive communications and radar equipment. FASR will also be of great
importance, by itself and in coordination with other solar and space physics
initiatives as discussed in the Survey, in understanding the physical processes
that underlie phenomena such as the launching of coronal mass ejections from
the Sun that, upon reaching Earth, produce the magnetospheric and ionospheric
disturbances that can disrupt numerous technologies (Table 1.1).
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Chapter 2

OVERVIEW OF SOLAR RADIO PHYSICS
AND INTERPLANETARY DISTURBANCES

Monique Pick
LESIA, UMR CNRS 8109, Observatoire de Paris

monique.pick@obspm.fr

Abstract Solar radio emission has been observed from a few hundred GHz down to a
few kHz and has revealed a large variety of phenomena. Thanks to this broad
frequency window, solar phenomena can be probed from a fraction of a solar
radius out to 1 AU and beyond. This chapter reviews some topics of current
interest in which radio astronomy has significantly contributed to transform our
knowledge of the physics of the corona and of the interplanetary medium. Special
emphasis is placed on the results which have emerged from coordinated studies
of radio observations and data obtained in other spectral ranges. The few results
presented in this chapter illustrate how major advances can be expected in the
future from the Frequency Agile Solar Radiotelescope (FASR) instrument which
will provide radio imaging observations covering simultaneously a broad radio
spectrum.

Radio observations provide powerful diagnostics on the solar atmosphere
and on dynamical phenomena occurring in the solar corona and the interplan-
etary medium. Radio techniques cover a broad frequency domain from sub-
millimeter to kilometer wavelengths. Observations at different wavelengths
sample different heights and physical conditions in the solar atmosphere, with
longer wavelengths referring to higher heights above the photosphere. There-
fore, a given event and its related effects can in principle be probed from the
bottom of the corona to large distances in the interplanetary medium. The first
book devoted to Solar Radio Astronomy was written by Kundu (1965) and re-
mains an important contribution on the subject. Historically, radio emission
was divided into three categories: the quiet Sun emission, the slowly varying
component associated with the transit on the solar disk of structures such as
active regions or streamers, and sporadic activity which includes a large variety

17
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of bursts (Figure 2.1). With the progress accomplished in the understanding of
the physical processes responsible for radio emission, this classification appears
somewhat arbitrary now.

Figure 2.1. The Sun seen at 17 GHz by the Nobeyama Radioheliograph (left) and at 195̊Aby
the Extreme-ultraviolet Imaging Telescope (EIT) on SOHO (right); the dark region is a coronal
hole.

Important results have emerged over the last two decades from coordinated
studies of radio observations and data obtained in other spectral domains. The
SMM mission opened a new horizon in solar physics by making available obser-
vations covering a large spectral range. Since SMM, many powerful spacecraft
such asYohkoh, SOHO, TRACE, GRANAT and recently RHESSI (Reuven Ra-
maty High Energy Solar Spectroscopic Imager) have been launched. Measure-
ments in the interplanetary,medium were obtained jointly by several missions
and in particular by ISEE-3, WIND, ACE and Ulysses. Ulysses provided for the
first time a 3-D vision of the Sun. Radio imaging observations with high time
resolution became available and complemented the spectral data. Tremendous
progress was also made on theoretical aspects. For physical processes dealing
with scales below the limited resolving power of the instruments, the approach
consisted in first elaborating a theoretical scenario and then deducing observa-
tional tests to be applied to the data.

I do not intend here to introduce all the topics that will be developed in the
following chapters: each author has done it, much better than I could. I have
rather decided to select some topics which I believe to be of current interest
and in which radio astronomy techniques have already been an important tool,
and/or will be of great importance in the coming years.
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1. General Context of the Radio Emissions

Radio emission from an undisturbed plasma is generated by thermal brems-
strahlung (free-free) resulting from the Coulomb interaction of the plasma elec-
trons with ions, and by gyroresonance emission of the electrons in the presence
of a magnetic field. Thermal gyroresonance emission was introduced indepen-
dently by Zheleznyakov (1962) and Kakinuma & Swarup (1962); it results from
thermal electrons spiraling along coronal magnetic field lines and is emitted at
low harmonics of the local electron gyrofrequency (ν = sνB wheres =1,
2, 3 with νB = 2.8 × 106B). Radio emission produced by nonthermal elec-
trons is attributed principally to gyrosynchrotron (at higher harmonics of the
gyrofrequency or producing a synchrotron continuum emission, depending on
the energy of the electrons) and coherent plasma emission. Their relative con-
tribution depends upon the observing wavelength. Gyrosynchrotron emission
usually dominates at frequencies above about 3 GHz. Microwave observations
of solar flares reveal the behavior of hot plasmas (thermal emission) and non-
thermal high energy electrons (gyrosynchrotron emission). Gyrosynchrotron
emission provides diagnostics on the ambient plasma, on the energy range of
the radiating electrons and on their evolution.

Coherent plasma emission, which most often dominates at frequencies below
3 GHz, is caused by plasma instabilities driving various wave modes that pro-
duce observable radio waves. A wide variety of radio bursts have been reported
and classified in the literature. Classification of these bursts and their relation
with emission mechanisms remain arbitrary in many aspects. As an introduc-
tion to the following chapters, I will however first describe briefly the different
kinds of solar radio bursts. Table 2.1 summarizes the principal identified radio
bursts. Particularly important are the radio bursts produced by electron beams
propagating along the magnetic field; these bursts contain many pieces of in-
formation on the electron acceleration, injection and propagation mechanisms,
on the beam characteristics and on the ambient medium.

The high brightness temperatures observed in these bursts indicate that the
radio signal accurately traces streams of nonthermal electrons in the corona
and in the interplanetary medium. For example, type III (also U and J) bursts
are due to electron beams propagating along open magnetic field structures and
exciting Langmuir waves at each level of the corona and of the interplanetary
medium that in turn produce a radio emission at the fundamental or at the sec-
ond harmonic of the plasma frequency,νp. Spike bursts are assumed to be
produced by electron cyclotron maser emission (ECME) at the cyclotronνB

and provide direct information on the magnetic field strength. Type II bursts are
caused by electrons accelerated by shocks at the local plasma frequency and/or
at its harmonics. Noise storms are the most common form of activity at met-
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Table 2.1. Principal Identified Radio Bursts;νp = plasma frequency;νB = gyro frequency

Incoherent radio Emission mechanism Source
emission mechanisms

Microwave and millimeter bursts free-free emission Thermal plasma
Type IV bursts continua Gyrosynchrotron emission

Millimeter Ultrarelativistic elect.
Microwave and dm-dam Relativistic elect.

Coherent radio
emission mechanisms

Dm-dam type IV bursts plasma emission Trapped energetic
electrons

Type II bursts νp; 2νp Shocks
Type III and V bursts νp; 2νp Upward propagating

electron beams
Reverse slope bursts νp; 2νp Downward propagating

electron beams
Type J and U bursts νp; 2νp Beams

along close loops

Dm-m pulsation ν = sνB Loss- cone instability
trapped electrons

Dm spikes Loss-cone instability

Dm-m type I storms plasma emission trapped and escaping
Dam-Km type III storms accelerated electrons

ric and decametric wavelengths; they are produced by suprathermal electrons
accelerated continuously over time scales of hours or days.

Radioastronomy has significantly contributed to our understanding of the
structure of the corona and of the heliosphere (e.g. Bougeretet al.1986).

2. Coronal Magnetography

The physics of the solar corona is governed by the interaction between mag-
netic fields and plasma. Radio astronomy is the only technique that provides
coronal magnetic field measurements.

The polarization characteristics of the observed radio waves are determined
by the emission mechanism and by the propagation conditions in the corona.
There are two modes of electromagnetic wave propagation in a magnetized
plasma: the extraordinary (x-mode) and the ordinary (o-mode). Most of the po-
larization measurements are made in the microwave domain in the low corona,
where the plasma can be optically thick to one of the two mechanisms, brems-
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strahlung or gyroresonance. VLA observations showed that the plasma can
be optically thick at 20 cm to either thermal bremsstrahlung or gyroresonance
emission whereas gyroresonance emission is usually the dominant mechanism
above the sunspots at 6 cm. At shorter wavelengths, typically at the observ-
ing frequency of the Nobeyama Radioheliograph, 1.76 cm, free-free emission
will be dominant for all regions with magnetic fields below 2000 G, which
corresponds to the third harmonic of the gyrofrequency (e.g. Grebinskijet al.
2000). Several sophisticated methods of diagnostics of the magnetic field have
been developed and successfully tested with the available instruments. The fol-
lowing examples illustrate the powerful potentiality of radio observations for
measuring coronal magnetic fields.

Figure 2.2. Right: Microwave brightness temperature expected for active regions:a) thermal
bremsstrahlung;b) thermal gyroresonance emission.Left: Physical maps obtained by interpre-
tation of brightness temperature spectra.a) Electron temperature with contour levels 0.9, 1.15,
1.4, 1.9 and 2.09 106K. b) Electron column emission measure.c) Total magnetic strength at the
base of the corona assuming harmonics = 3 everywhere. The values are as measured from
gyroresonance spectra. The contour levels are 200, 400, 600, 800 and 1000 G.d) The same as
in c excepts = 2 has been assumed in upper right part of the active region. The highest contour
is in this case 1200 G (from Gary & Hurford 1994).

Owens Valley Solar Array observations at 1.2–7 GHz demonstrated the in-
terest of combining spatial and high spectral resolution (Gary & Hurford 1994).
Solar maps were obtained at 22 frequencies by the aperture synthesis method.
One of the major results was to show that the brightness temperature spectra
generally fall into two easily identifiable types—thermal free-free spectra and
thermal gyroresonance spectra—and that their spatial distribution over an active
region can be obtained. Interpretation of these spectra provides maps of physical
parameters, in particular of the magnetic field strength (Figure 2.2). However,
the results were limited by the resolving power of the instrument. Moreover,
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variations with time of the structure of active regions cannot be detected by
rotational aperture synthesis methods. See the more complete discussion by
White (Chapter 5).

Another approach consists in obtaining radio imaging observations at a few
discrete frequencies jointly with X-EUV imaging and spectrograph observa-
tions. Both kinds of radiations depend on temperature and density but only
radio emission depends on magnetic field; X-EUV emission is insensitive to it.
EUV and X-ray data allow the determination of physical parameters necessary
to calculate the brightness temperature at a particular radio wavelength and to
compare it with the observed values. The radio observations can be fitted to
a magnetic field model which determines the magnetic field structure. This
method was successfully applied using different sets of observations; for ex-
ample,Yohkohand data from Westerbork Synthesis Radio Telescope (WSRT)
provided determination of the magnetic field of a flaring site (Chiuderi-Dragoet
al. 1998). If the two-dimensional distribution of the physical parameters can be
obtained for each spatial location, then three-dimensional coronal magnetogra-
phy can be achieved (Brosiuset al.2002). One example is shown in Figure 2.3.
More details are given by Brosius (Chapter 13).

The last method of magnetic field measurement is the observation of an
inversion of the circular polarization. Circular polarization inversion was ob-
served for the first time by Piddington & Minnett (1951). In the case of weak
coupling between the two electromagnetic wave modes, this inversion occurs
when the wave crosses a transverse field region (QT). Observations of polar-
ization inversion provide a unique diagnostic on the magnetic field in coronal
layers at 0.05–0.4R¯, well above the height of formation of the microwave
emission but the determination of the value of this magnetic field depends on
the electron density at the QT level. Therefore, either an arbitrary estimate of
the density is performed or another equation is necessary (e.g. Alissandrakis
et al. 1996, Ryabovet al. 1999). Note that this method is independent of the
emission mechanism. Further details are given by Ryabov (Chapter 7).

It is interesting to point out that:

The measured coronal magnetic fields often, but not always, exceed those
extrapolated from a simple potential model; this suggests the presence of
coronal electric currents.

Occasional contributions of nonthermal emission in some limited areas
of the active regions cannot be excluded (Drago Chiuderiet al. 1987).
Systematic identification of these regions could be a key factor for un-
derstanding the initiation of flare activity, or the origin of the electron
acceleration.
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Figure 2.3. Coronal magnetic strength at heights (a) 5000, (b) 10000, (c) 15000 and (d) 25000
km above the photosphere. VLA observations were made at 4.866 and 8.450 GHz. EUV
observations were made by SOHO (Coronal Diagnostic Spectrometer, EUV Imaging Telescope
and Michelson Doppler Imager). Contour levels are 200, 579, 868, 1005 and 1508 G where
the last four values correspond, respectively, to the third harmonic at 4.866 GHz, the second
harmonic at 4.866 GHz, the third harmonic at 8.450 GHz and second harmonic at 8.450 GHz
(from Brosiuset al.2002).

The uncertainty in the coronal magnetic fields derived through radio ob-
servations is usually related to the choice of the best harmonic fitting
the results. Most of these uncertainties can be overcome by matching
intensity and polarization observations at several frequencies. See Gary
& Hurford (Chapter 4). This will not be accomplished until high spatial
and spectral radio imaging observations become available. The same
holds for the present limitations on the measurement of the inversion of
circular polarization. The ambiguity could be in principle suppressed
with an instrument covering a wide frequency domain.

With the new generation of dedicated solar instruments such as FASR
(See Bastian, Chapter 3), with its high spatial, spectral and temporal res-
olution, measurements of the magnetic field and of its evolution outside
active regions, as for example, above bright points or filament regions,
will become accessible. Finally, quantitative and accurate measurements
of the magnetic field made by radio techniques will bring strong con-
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straints on the calculation of magnetic fields extrapolated from measured
photospheric fields.

3. Transient Activity and Flares

It is generally accepted that several processes encountered in solar and in-
terplanetary physics such as coronal heating, solar wind driving, active region
evolution, flare and CME production, particle origin and propagation are gov-
erned by magnetic processes. Observations with increasing sensitivity and
temporal resolution have shown that the coronal plasma varies continuously.
Soft X-ray images reveal many transient phenomena related to magnetic en-
ergy release in a broad range of sizes and on temporal scales ranging from a
fraction of a second to hours. Heating of the corona, which reaches one million
degrees at its bottom, and its high temperature itself may be related to explosive
phenomena.

The most spectacular and energetic events occurring in the solar atmosphere
are flares and Coronal Mass Ejections (CMEs). See Vourlidas (Chapter 11).
Most of the energy that is released locally in the vicinity of active regions dur-
ing flares is contained in energetic accelerated particles. Energy releases range
from 1026 ergs for microflares up to 1034 ergs for larger flares. The precipita-
tion of energetic particles in the lower atmosphere leads to energy deposition,
which produces heating and evaporation of the chromospheric material. Soft
X-ray observations provide one of the most direct proofs of the local heating of
the plasma: thermal energy radiated by the soft X-rays is the result of the depo-
sition of the nonthermal energy contained in accelerated electrons. CMEs are
dynamical events corresponding to the destabilization of a large portion of the
corona leading to the expulsion of 1015–1016 g of matter. They are recognized
as primary drivers of disturbances in the interplanetary medium.

3.1 Energy dissipation

The magnetic energy release in the solar corona is due to a large variety
of dynamical processes and is closely connected to the evolution of the solar
magnetic field, on all spatial scales, in the highly inhomogeneous and variable
coronal plasma. Magnetic reconnection is one of the basic processes proposed
for coronal heating and flare energy release. The microscopic and macroscopic
processes underlying the mechanism of the energy release are not yet under-
stood. Most recent approaches consider that the coronal heating and the solar
activity may result from the superposition of a very large number of incoherent
elementary events produced in very small current sheets, the scale of which
is too small to be observable. The statistical distribution of these events is an
important factor and could be derived, in principle, from observations. The
statistical behavior of such complex dynamical systems can be understood by
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using the concept of “Self-Organized Criticality” (SOC, Baket al.1987). This
statistical approach has led recently to several promising developments:

The high temperature of the corona was originally interpreted as arising
from the dissipation of waves originating from lower layers. In 1974,
Levine proposed that coronal heating may be due to small flares releas-
ing magnetic energy by reconnection. Small brightenings observed above
the solar magnetic network of the quiet corona by theYohkohSoft X-ray
telescope (SXT) were first reported by Kruckeret al. (1997). Through
sensitive SOHO and TRACE EUV measurements, microflare events were
found in a majority of pixels of the quiet corona. This topic is currently
the subject of very intense research. There is a general agreement that the
energy distribution of micro events is a power law (index 2.3–2.6) but
there are discrepancies on the estimated energy input due to sensitivity
limitations and bias in the measurements. At the present stage, it seems
that the thermal energy of these micro events, while representing a sig-
nificant contribution, may not be sufficient to explain the overall coronal
heating.

Radio VLA observations showed similar power-law distributions and also
revealed the existence of nonthermal emission for several events (Krucker
& Benz 1997). These results established a physical link between the
existence of these micro events and flares.

The SMM Hard X-ray burst spectrometer recorded more than 12000
bursts associated with flares, which in general display a nonthermal spec-
trum. Figure 2.4 shows that the distribution of the number of hard X-ray
flares versus their peak intensity follows a power law (Crosbyet al.1993).
This suggests that a flare is the result of an avalanche of very small re-
connection events as proposed by Lu & Hamilton (1991), who applied
the SOC concept to solar flares.

Evidence for fragmented energy release came from radio dynamical spectra
(Benz 1985). Sub-millisecond spikes of narrow band coherent emissions are
currently observed in the decimetric-metric domain. They aggregate in clusters
that can contain up to thousands of them lasting from few seconds to a few
minutes. There are many observational signatures favoring the hypothesis that
these spikes coincide with the energy release region.

3.2 Solar magnetic reconnection in the solar atmosphere
and diagnostics on regions of acceleration

During the ISEE III and SMM missions, joint observations of hard X-ray
and dm-m imaging radio emission with a time cadence shorter than one sec-
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Figure 2.4. The frequency distribution of the peak rates shown for all 7045 HXRBS (Hard X-
ray Burst Spectrometer on SMM) flares recorded in 1980–1982. The error bars represent±1σ
uncertainties based on Poisson statistics on the number of flares in each bin. The straight line
through the points above 30 count s−1 represents the least-squares fitted power-law function.
The turnover below 30 counts s−1 corresponds to the HXRBS sensitivity limit. An average
background of 40 count s−1 was subtracted from the peak rate (including background; from
Crosbyet al.1993).

ond showed that accelerated electrons during flares originate from the rapid
interaction between two or more magnetic structures (Raoultet al.1985).

Microwave and hard X-ray spatially resolved observations were shown to be
consistent with emerging flux models of flares with two or more loops inter-
acting together, releasing magnetic energy and producing energetic electrons.
Masudaet al.(1994) discovered that, in some of the impulsive flares occurring
near the limb, a coronal hard X-ray source appeared above the soft X ray bright
flare loop located between two foot points. Figure 2.5 shows hard X-ray im-
ages of an impulsive flare obtained from the hard X-ray telescope ofYohkoh.
Since then, a number of observations confirmed that complex magnetic sys-
tems, involving often more than two loops, interact and lead to flare onset and
development. Shibataet al. (1995) found that hot plasma ejections were asso-
ciated with these X-ray impulsive flares and this result gives a strong support
to the reconnection hypothesis.

Many small-scale soft X-ray jets, also showing evidence for magnetic recon-
nection, were observed in emerging flux regions in association with microflares.
Kunduet al.(1995) found type III bursts associated with these X-ray jets. This
implies that energetic electrons, with velocity of approximately one-third of the
light velocity, are accelerated in these small events, similarly to what happens
in larger flares.
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Figure 2.5. Hard X-ray images of an impulsive west limb flare in three energy bands obtained
from the hard X-ray telescope onYohkoh(from Masudaet al.1994).

Radio observations in the dm-m wavelength range (see Benz, Chapter 9) also
provide information on the acceleration region, which in fact may cover a wide
range of heights of the solar corona. The height can, for example, be derived
from observations of pairs of type III bursts drifting in opposite directions.
Other information is given by metric spikes, which are most often observed
just above the starting frequency of type III bursts as illustrated in Figure 2.6;
recent spatially resolved observations firmly demonstrate that these spikes are
closely related to the electron acceleration region (Benzet al.1996). Due to the
high-frequency limit (450 MHz) of the Nançay Radioheliograph (NRH)—the
only imaging instrument covering presently the dm-m range—spatially resolved
radio observations of spikes are rare.

In summary, the current understanding is that most of the eruptive events
observed in the solar magnetized plasmas are due to fast release of magnetically
stored energy by breaking and reconnecting the coronal magnetic field structure.
Figure 2.7 shows a schematic representation of a flare model derived from X-ray
and radio observations. It must be noted that during a flare there may be more
than one reconnection site; indeed, radio imaging observations made with VLA
and with NRH demonstrated that electron acceleration during flares occurs at
discrete sites, the locations of which vary on time scales of the order of a few
seconds. Moreover, during energetic electron events for which HXR/GR (hard
X-ray/Gamma-ray) spectra were measured, the variability from one HXR/GR
peak to the next was shown to be related to the spatial variability observed
in the radio images, establishing the link between the characteristics of the
accelerated particles and the magnetic configuration in which the particles are
produced (e.g. Trottetet al.1998). Furthermore, magnetic reconnection is not
necessarily confined to regions located above the active regions or above the
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Figure 2.6. Spectrogram of metric spikes (above 320 MHz) and type III bursts (below 320
MHz) observed by the Ikarus, spectrometer near Zurich (Switzerland) (Courtesy A. Benz).

chromospheric bright points. It could involve large scale loop systems as shown
by joint soft X-ray and radio studies (Manoharanet al.1996).

3.3 Electron acceleration and transport during flares

Electrons accelerated during flares carry a significant part of the released
energy. The most direct evidence for energetic particles comes from hard X-
ray, gamma-ray and radio signatures. Radio emission from flares has been
recently reviewed by Bastianet al. (1998).

With the high spatial and temporal resolution provided by Nobeyama at
17 GHz, it became possible to study the generation and propagation pro-
cesses of high energy electrons. Observations and modeling of gyrosyn-
chrotron emission in the centimeter/sub-millimeter wavelength range can
provide quantitative measurements on the spectra and on the distribution
of energetic electrons ranging from a few hundred keV to a few MeV; it
also gives indications on the magnetic field and density in the source re-
gions. The sub-millimetric observations have provided the first evidence
of the extension of the gyrosynchrotron spectrum in the frequency domain
above 200 GHz (Trottetet al.2002). Spectral and spatial variations and
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Figure 2.7. Diagram of a flare model envisioning magnetic reconnection and chromospheric
evaporation processes. The panel on the right illustrates a dynamic radio spectrum, with radio
bursts indicated in a diagram of frequency versus time. The acceleration site is located in the cusp
from where electron beams are accelerated in upward (type III) and downward direction (RS).
Downward-precipitating electron beams that intercept the chromospheric evaporation front, with
a density jump, can be traced as decimetric bursts with almost infinite drift rate in the 1–2 GHz
range. The chromospheric upflow fills loops subsequently with wider footpoint separation as
the reconnection point rises higher (from Aschwanden & Benz 1997).

the relative timing of temporal features detected at different frequencies
are due to the temporal variation of the electron injection spectrum and
also to physical conditions controlling the electron transport.

Peterson & Winckler first investigated the relationship between the HXR
and microwave emitting electrons in 1959. After thirty years of debate,
the general consensus is that temporal and spectral evolution of X-ray
and microwave emissions can be explained by a common source of elec-
trons injected impulsively in trap-and-precipitation regions, i.e. coronal
loops. The developed models assume thick target bremsstrahlung for
HXR emission and the gyrosynchrotron mechanism for the radio emis-
sion.

With the launch of SMM, GRO and GRANAT missions, measurements
of ultra relativistic electrons and gamma ray lines with increasing sen-
sitivity and time resolution became available. In conjunction with radio
observations, these measurements provide, simultaneously, unique diag-
nostics on electrons from 10 keV to above 10 MeV and on ions. Energetic
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electrons produce bremsstrahlung continuum emission in the solar atmo-
sphere. Energetic ions, in the energy range 1 MeV/nuc–100 MeV/nuc,
interacting with the solar atmosphere produce gamma ray line emission
due to nuclear de-excitation, neutron capture and positron annihilation.
The simultaneous peaking of emission in the gamma-ray-line domain
and HXR emission indicates that the ion acceleration time scales must
be less than 1 s.

High resolution imaging spectroscopy from soft X-rays to gamma rays
recently became available with the launch of the RHESSI mission in 2002
(Hurford et al.2002). Figure 2.8 shows observations of a coronal HXR
source detected during the initial rise of an intense solar gamma-ray flare;
this source has a steep double-power-law spectrum. These observations
for the first time provide evidence of coronal acceleration of electrons to
tens of keV prior to the impulsive phase of a flare (Linet al.2003).

Figure 2.8. RHESSI observations of the initial rise of an intense solar gamma-ray line flare.
Left 12–30 keV image contour levels superposed on the TRACE 195Å image. Right X-ray
spectrum with fit to isothermal (dotted line) and double-power-law (dashed line) spectra and the
sum (solid line) (from Linet al.2003).

4. Coronal Mass Ejections

CMEs discovered during the Skylab mission by Touseyet al.(1973) are large
scale magnetic structures of plasma expelled from the Sun. They propagate to
large distances in the heliosphere, often beyond 1 AU. After three decades
of research, we still do not know precisely about them; for instance, what is
the initiation mechanism? how do CMEs develop in the low corona? what
is their true three-dimensional structure? Typical CMEs seen by coronagraphs
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span about 50◦ in angular extent with a few outstanding events reaching angular
extents greater than 100◦. CMEs are often associated with eruptive prominences
(EP) or disappearing filaments on the solar disk. In that case, the CMEs contain
three distinct regions: a bright compression front that surrounds a dark cavity
and a bright core inside. The bright core is formed by the material ejected
from the cool and dense prominence. CMEs frequently have a much more
complex structure than the one just described; they involve multiple magnetic
flux systems and neutral lines. CMEs and flares can be produced jointly, but
it is now established that there is no causal relationship between these two
phenomena. CME speeds can range from a few tens up to 2000 km/s. CMEs
associated with EP are accelerated in the corona whereas flare-CME events can
propagate with constant speeds that are frequently faster than EP-CMEs. Both
kinds of CMEs can reach similar speeds in the upper corona and can be also
decelerated later on.

CMEs are associated with on-disk manifestations that have been observed
in EUV as large scale dimmings and coronal waves, and in soft X-rays as
trans-equatorial loops. Radio observations are sensitive to different aspects of
CMEs, depending on the selected observing wavelength domain (see Chapter 11
by Vourlidas).

4.1 Radio signatures of CMEs

Microwave imaging observations are useful for investigating the pre-eruptive
and eruptive scenarios of a CME associated with an EP. Figure 2.9 shows the
evolution of a prominence, observed with the Nobeyama radioheliograph, that
was associated with a CME. An important point is that plots of the speed versus
distance are similar for both the leading edge of the CME and the prominence.
This suggests that there is no causal relationship and that acceleration has a
more global cause, such as loss of MHD stability and restructuring of magnetic
field (Srivastavaet al. 2000). In the metric range, quiescent filaments are
observed as a local decrease of brightness due to the low electron density in
the cavity surrounding the filament. There is a clear continuity between the
radio depression observed in the low corona and the corresponding CME, when
observed together. Both of them have identical dynamical behaviors (Marqué
et al.2002).

Metric activity is often observed in association with CMEs (e.g. Gopal-
swamy & Kundu 1994). In the absence of flares, a close spatial and temporal
relationship was established between noise storm enhancements and white light
transient activity such as CMEs or additional material in the corona at the vicin-
ity of the radio source (Kerdraonet al.1983). Further studies demonstrated that
the origin of this nonthermal activity was due to emerging magnetic loops in-
teracting with overlying loops and leading to coronal reconfiguration.
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Figure 2.9. Left: Time-lapse images taken by LASCO-C1 coronagraph in Fe XIV emission
line. The field of view is 1.1–3R¯. All the images shown here have been subtracted from a
reference image taken before the occurrence of the CME, except the one at 10:47 UT. The 10:47
UT frame is an on-line image with a nearby continuum and is given in order to show the bright
streamer adjacent to the CME.Right: Plot of height (on log scale) against time for different
features of the CME, viz., the leading edge, the prominence top and the tail, as measured from
the images obtained at different wavelengths by various instruments (from Srivastavaet al.2000).

In the presence of flares, strong radio bursts are observed over a broad fre-
quency range. Whereas it is well established that flares do not drive CMEs,
both of them correspond to different aspects of the same magnetic energy re-
lease. In the following, a few radio observations related to flare/CME events
are outlined.

4.1.1 Lift-off and angular spread in the corona of flare/CME event.
Many fast flares/CMEs are observed to start with a relatively small angular size
and reach their full extent in the low corona (below 2R¯) in a time scale of
a few minutes. NRH radio images showed that they initially originate from a
rather small coronal region in the vicinity of the flare site and expand by succes-
sive magnetic interactions at progressively larger distances from the flare site.
Signatures of these interactions are detected by bursts in the dm-m wavelength
domain (Maiaet al.1999).

The time scale of this progression often corresponds to disturbances with
speeds of∼1000 km/s or more. Simultaneous on-the-disk Hα and NRH ob-
servations of halo CMEs revealed that the radio sources are associated in space
and time with the progression of a Moreton wave. One example is shown in
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Figure 2.10. Moreton waves are interpreted as the chromospheric trace of MHD
coronal waves. One important output of these studies was to establish that the
angular extent of this class of CMEs is linked to the propagation of a coronal
wave produced at the time of the flash phase of flares and producing further
destabilization and magnetic interactions along its traveling path (Pohjolainen
et al.2001).

Figure 2.10. Upper panel, left: SOHO LASCO C2 image showing the halo CME on 1998 May
2. Upper panel right: SOHO EIT at 195̊A showing the EIT dimming region.Middle panel:
Artemis IV radio spectra: the spectral drifting type II-like sources are labeledM1, M2, M3.
Lower panel, right: Running differences of respectively Kanzelhöhe Hα images showing the
moving wave front (3 frames) and EIT images (1 frame, bottom-right).Lower panel, left:
Nançay Radioheliograph images at 164 MHz and 236 MHz showing the location of the sources
labelledM1, M2, M3 (marked by an arrow) at selected times (adapted from Pohjolainenet al.
2001).
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These interactions lead to the production of secondary coronal shocks de-
tected as radio type II bursts. When a CME erupts, it leaves behind hot, post-
eruption arcades or flare loops resulting from reconnection processes. They
are often the seat of coronal electron acceleration processes revealed by the
presence of nonthermal radio continua (stationary type IV bursts) lasting for
several hours and of gradual hard X-ray emissions.

4.1.2 Relationship with EUV dimming and coronal waves. Recon-
nection processes lead to the opening of the magnetic field, thus allowing other
magnetic structures to be evacuated from the corona and to merge and give white
light transients. Dimmings seen in EUV were indeed found to be essentially
restricted to the region traced by the transit of the Moreton waves. In this sense,
the shock is simply a means of promoting reconnection far from the original
instability. These conclusions however cannot be generalized. Indeed, for other
events, the triggering was initiated by reconnection at a magnetic coronal null
point, followed by secondary reconnections in a large coronal volume. These
results call for understanding the relationships among EUV coronal waves dis-
covered by Thompsonet al. (1999), Moreton waves and CMEs. Most of the
EUV waves observed by the EIT telescope on SOHO consist of diffuse bright-
enings having no clear relationship with flares or with type II bursts. The exact
nature of these waves is not yet fully understood. It was suggested that they
may be attributed to the compression of the plasma in the region surrounding
the sudden magnetic field opening (Delanée 2000). The compressive nature of
these waves was recently confirmed by the Nobeyama Radioheliograph which
detected the thermal emission of these waves due to density enhancements
(Whiteet al.2002).

A small number of EUV waves that have sharp bright fronts, like the event
shown in Figure 2.11, could be however the coronal counterpart of Moreton
waves (Bieseckeret al.2002 ). This was confirmed for two events only, as joint
high cadence EUV, Hα and radioheliograph observations are rarely carried out.

4.1.3 Direct radio CME imaging. For events associated with flaring
regions located behind the limb, radio imaging data have revealed synchrotron
radio emission from CMEs. These radio CMEs are seen in the frequency range
of the NRH as an expanding ensemble of loops, filled by energetic radiating
electrons, which closely resembles the white light CMEs (see Figure 2.12)
(Bastianet al. 2001). Detection of radio emission from CME loops offers a
number of important diagnostics of CMEs during their early phase, such as
constraints on the thermal plasma density.

In conclusion, these results obtained from data analysis of a few individual
events illustrate the wide variety of areas where radio observations can bring
important and unique contributions to the general understanding of these phe-
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Figure 2.11. Example of an EIT wave from 1997 September 24. The first three panels show
successive EIT images at 02:49, 03:03, and 03:23 UT with a pre-event image digitally subtracted
from them. Arrows indicate the EIT-wave front(s). The last panel shows a subfield of the first
panel (undifferenced), showing an example of a sharp brightening (from Bieseckeret al.2002).

nomena. The absence of joint spectral and imaging observations simultaneously
covering the microwave, decimetric and metric wavelength domains drastically
limit such investigations. Another problem is the matching of theory and mod-
eling efforts with observations: at present, the best approach seems to combine
multi-wavelength observations with information on the structure of the mag-
netic field. This can only be done by using magnetic field extrapolations in order
to infer the pre-eruptive topology. This approach provides important informa-
tion such as the location of the null points, the current sheets, the separatrix
layers and the bald patches.

5. Coronal and Interplanetary Shocks, Association with
Flares and CMES

Two types of shocks have been considered to produce the type II bursts: the
coronal shocks which generate metric type II bursts (see§4, radio signatures of
CMEs and Figure 2.10) and the CME-driven shocks which produce hectometric-
kilometric type II bursts during their propagation in the interplanetary medium
(Caneet al. 1987). Coronal shocks are currently interpreted as blast waves;
they can however be driven by fast short-lived X-ray ejecta issued from the
flare region (Gopalswamyet al.1999) or rapidly expanding structures (Klassen
et al.1999). As coronal and interplanetary (IP) type II bursts can be produced
during the same event, there has been nevertheless a long-lasting controversy
on the relationships among type II bursts, flares and CMEs. Most of the studies
were based on the temporal relationship between these events, which required an
assumption on the model of density to derive the shock speed parameters. The
few studies based on comparison between radioheliograph and coronagraph
data showed that when flares and CMEs occur jointly, the positions or the
speeds of the metric type II sources are most often not consistent with the
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Figure 2.12. 1998 April 20 event.Upper panel: Progression of the type II like emission seen
at three frequencies (from Maiaet al.2000).Middle and bottom panels: Composite C1 and C2
LASCO SOHO images showing the images of the CME; Snapshot map of the radio CME at 164
MHz at 10:13 UT; the brightness of the radio image is saturated in the low corona; The emission
is gyrosynchrotron. Numbers on the same figure correspond to spectral index measured at four
locations and not discussed here (from Bastianet al.2001).

CME bow shock picture. This is consistent with earlier findings (Wagner &
Mac Queen 1983) and supports the idea that coronal and IP type II bursts have
independent origins. Although the two-shock scenario seems to be the favored
view, there are studies supporting a different scenario. The radio receivers on the
WIND spacecraft provided, for the first time, observations in the decametric-
hectometric wavelength range (D-H) that contributed significantly to resolve
the controversy (see Gopalswamy, Chapter 15). First, it was shown that metric
type II bursts, which are much more frequent than interplanetary type II bursts,
do not generally extend up to hectometric wavelengths (Gopalswamyet al.
1998). Second, when CMEs, flares and type II bursts are produced together, the
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observed metric and D-H type II frequency have distinct drift rates: a positive
correlation was found between the shock speed parameters derived from the
D-H radio emissions and the corresponding CME plane-of-the-sky speeds. No
similar correlation was found for the metric type II bursts (Reineret al.2001).

However, recent radio imaging observations showed that some CME-driven
shocks can take place at a rather low altitude in the corona. Weak radio type II-
like bursts, most often not detected on radio spectrograph data, were observed
by the NRH, in close temporal and spatial association with the leading edge
of CMEs (Maiaet al. 2000). One example is displayed in Figure 2.12 (upper
panel) which shows the progression of a weak radio source at different frequen-
cies. The corresponding spectrum shows evidence for both fundamental and
harmonic emission. This elongated source has a close space and time associa-
tion with the leading edge of the CME, which propagates with a speed of 1400
km/s. In that case, the CME-driven shock was probably formed at an altitude of
the order of 0.7R¯. One notes that the detection of such events is very rare, due
to the simultaneous presence of strong metric emitting sources; this detection
is mostly limited to the cases of partly occulted events associated with eruptive
regions located behind the solar limb.

In conclusion, these results can suggest the following scenario: in the vicinity
of the place where they are launched, fast CMEs are completely wrapped up
by a shock wave; in front of the CME nose, energy will be given by the plasma
cloud located below which acts as a piston. In the flanks of the CME, the
shock will become essentially blast-wave-like and its velocity will decrease
with distance. This scenario fits particularly well with white light observations,
which revealed shock waves propagating away from high speed CMEs (Sheeley
et al.2000; Vourlidaset al.2003).

6. Interplanetary Coronal Mass Ejections

Observations from Ulysses and SOHO missions have provided new insights
on dynamical processes in the heliosphere and on their association with solar
activity. CMEs were tracked through the corona out to 32R¯ by the SOHO
coronagraphs. Interplanetary CME (ICME) is the term used to describe the
CME-like disturbances in the solar wind which, most often, when sampled by
in-situ observations, include an IP shock preceding a turbulent plasma sheath
and an ejecta. The term magnetic cloud refers to ICMEs for which ejecta are
characterized by a smooth and continuous rotation of the magnetic field (flux
rope) (Burlaga 1981). The propagation and evolution of ICMEs depend strongly
on the ambient solar wind and on its structure. Interplanetary disturbances are
distorted by the slow and fast solar winds.

Complex solar wind flows were suspected to be caused by multiple inter-
actions between multiple CMEs. (Burlagaet al.1987). Interaction between a



38 SOLAR AND SPACE WEATHER RADIOPHYSICS

fast and a slow CME have been, indeed, recently identified by long-wavelength
radio and white light observations: the radio signature is an intense contin-
uum occurring at the low-frequency end of the D-H type II burst (Figure 2.13).
Gopalswamyet al.(2001) interpreted this radio enhancement as a consequence
of shock strengthening when the shock, located in front of the fast CME, meets
the core of the slow CME (see Gopalswamy, Chapter 15).

Figure 2.13. Example of a hectometric interplanetary type II burst observed by the
Wind/WAVES spectrograph in the 1–14 MHz range. The thin dashed feature is a type II burst.
A bright emission is detected between 18.12 and 18.48 UT (from Gopalswamyet al.2001).

ICMEs propagate on long distances before being detected by spacecraft in-
struments and it is often difficult to relate thein-situobservations to the CMEs
observed at the sun. Their transit time from the sun to the earth range between
2 and 5 days. Earth directed CMEs, called front-side halos, can reach the earth
and generate severe geoeffects. To establish the solar origin of interplanetary
disturbances, on-disk observations are of crucial importance. Signatures of
CMEs are provided by imaging observations made in EUV and X-rays, in Hα,
and in radio.

Radio techniques are the only means that allow the sampling of a large range
of altitudes and to track precisely the propagation of these disturbances. In
the interplanetary medium, the location of the type II emissions associated
with ICMEs can be obtained by triangulation. Another method consists in the
measurement of the interplanetary scintillation. See Jackson & Hick (Chapter
17).

Interplanetary scintillation (IPS) arises when the radiation from a distant
compact radio source is scattered by electron density irregularities in the so-
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lar wind, producing a random diffraction pattern on the ground. An increase
in scintillation is observed when the line of sight passes through an ICME.
By observing a large number of radio sources, distributed around the Sun, IP
disturbances can be detected. Furthermore, if the scintillation is observed by
multiple stations, an estimation of the solar wind speed can be obtained. One of
the major advantages of IPS techniques is that ICMEs are tracked continuously
in the IP. Tokumaruet al. (2000), showed that the propagation speed depends
on both the latitude and longitude.

7. Solar Energetic Particle Events

Solar Energetic Particle events in the interplanetary medium (SEP) detected
from GeV down to keV energies, are usually divided into two groups, currently
referred to as “impulsive” and “gradual” events.

Evidence for these two classes, with two characteristic time scales, was
mainly based on charge states and composition measurements of SEP events at
low energies, typically below 25 MeV (see e.g. Cliver 2000). Impulsive SEP
events (accompanied by short SXR bursts,< 1 h) are electron-rich and3He-
rich and show high ionic charge states while gradual SEP events (accompanied
by long duration, SXR bursts,>1 h) are proton-rich and show normal coronal
abundance and charge states corresponding to quiet coronal temperatures. Both
classes were originally attributed to flare processes. This picture mainly origi-
nated in the classification of radio emissions introduced by Wildet al. (1963),
who related the time scale of flare emissions to the particles observed in the
interplanetary medium. Due to this classification, it has long been believed that
well developed flares show two successive phases: an “impulsive” phase with
typical duration of a few minutes characterized by impulsive hard X ray and
microwave bursts and by dm-dam activity, including type III bursts; a subse-
quent “gradual” phase, occurring only in large flares and initiated directly by
the first phase, with typical duration of tens of minutes and characterized by
gradual hard X-ray bursts and radio-continua (type IV); then, metric activity
(continua then noise storms) lasting for many hours is also frequently observed.
In this model (see Figure 2.14), the shock wave (type II) produced during the
impulsive phase, creates conditions suitable for the acceleration of particles to
very high energies which will be partly trapped in coronal loops or will escape
into the interplanetary medium.

However, electromagnetic signatures of interacting electrons observed dur-
ing long duration events, in a wide spectral range from HXR to dam wave-
lengths, contradicted this model (Pick 1986; Trottet 1986): the energy release
and the electron acceleration processes are continuous through all these phases.
Gamma ray observations of a few events have also revealed that relativistic ions
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Figure 2.14. Idealized sketch of a complete radio event (from Wildet al.1963).

may be accelerated over several hours at the Sun (e.g. Kanbachet al.1993). The
present understanding is rather that acceleration processes are associated with
large-scale eruptive phenomena that include flares, filament eruptions, CMEs
and interplanetary shocks, which often occur simultaneously. This coincidence
emphasizes the difficulty of understanding the link between solar processes and
SEP events measured in the interplanetary medium. Radio observations, though
restricted to investigations on the origin of accelerated electrons, can however
bring important contributions to this problem: they can detect shocks in the
corona and the interplanetary medium; they can also identify the regions where
the magnetic field interacts during flares or CME development and propagation.

In the new, current, two-class paradigm that has been proposed by Reames
(1999), the flare process accounts for acceleration in “impulsive” events, while
prolonged acceleration by CME driven shocks dominates “gradual” events.
There is however some evidence that some “hybrid” SEP events may contain
both particles from flares and from CME-shock origin. The current debate fo-
cusses on the possible role played by flares in the gradual SEP events, either
by direct particle injections or as a source of seed particles for the shocks. Fur-
thermore, an alternative or additional possibility, which did not attract much
attention up to now, is that particle acceleration could be due to magnetic recon-
nection of coronal structures triggered for example by coronal or CME driven
shocks during the CME development (see§4). This point of view is supported
by recent findings:
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Maiaet al.(2001) showed that, in addition to the CME bow shocks, coro-
nal sites of electron acceleration contribute significantly to populating the
interplanetary medium with energetic electrons over several hours; this
may even be the case, although controversial, for relativistic protons as
suggested by Kleinet al.(2001). Similar ideas were proposed by Caneet
al. (2002), who showed that, for major proton events, the energetic elec-
trons are associated with type III bursts groups detected at low frequencies
in the higher corona. They concluded that these electrons are unlikely to
be shock accelerated and probably originate in the reconnection regions
below fast CMEs.

Impulsive relativistic electrons escaping in the interplanetary medium
are often related to impulsive flares and type III bursts, but there is a
second class of events, that are released after the impulsive phase of the
flare; these are possibly related to coronal shocks (Kruckeret al. 1999)
or to CME-driven shocks (Haggerty & Roelof 2002). For most of these
delayed electron events, Picket al. (2003) found nonthermal radio sig-
natures in the corona at the estimated time of the electron release. These
signatures correspond to the passage of a coronal wave or CME bow
shock through local magnetic structures. The height in the corona at
which such acceleration takes place varies considerably from one event
to another one. The late electron release is explained because the accel-
eration region in the corona is complex and has a connection to different
points in the interplanetary medium, while the electrons are detected by
the spacecraft in only one of these points. Similarly it was found that
many SEP events occur at times of CME interaction (Gopalswamyet al.
2002).

8. Concluding Remarks and the Future of Radio Physics

In the preceding sections, I have attempted to show how solar radio stud-
ies have contributed to transform our knowledge of the physics of the corona
and of the interplanetary medium, and have been instrumental in the field of
solar-terrestrial research. Major spectacular advances can be expected in the
future from multi-wavelength observations covering a large spectral range if,
however, some specific extensions in radio instrumentation are achieved. The
present situation is, indeed, not fully satisfactory: too many results have been
obtained using only partial spectral or spatial data; this may lead to uncertain or
even to erroneous interpretations. The most obvious current need is for com-
plete radio imaging observations of the Sun covering simultaneously a broad
radio spectrum. The few imaging instruments that are presently available have
only a restricted frequency bandwidth and, given their geographical location, no
simultaneous observations can be obtained. Multifrequency imaging observa-
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tions must also be complemented by radio spectral data, which contribute to the
complete specification of the radio bursts; although during the last two decades
many sophisticated and fruitful radio spectrographs were constructed at differ-
ent locations, no adequate spectral coverage (compulsory for many studies) is
yet achieved, even when gathering all the available data.

The Frequency Agile Solar Radiotelescope (FASR) will provide, for the first
time, comprehensive coverage of radio imaging and spectral observations in the
frequency range from 100 MHz to 24 GHz. This instrument will allow us to
explore in a new way radio emissions from the bottom of the corona up to a few
solar radii. It will open a new window, not yet explored by imaging instruments,
in the frequency range 1 GHz–500 MHz, where coherent plasma emission plays
a dominant role and is rich in diagnostics as briefly recalled in the preceding
sections. It is probable that observations obtained with FASR correlated on
the one hand, with optical, XUV, and X-ray observations of the corona and on
the other hand, with in-situ measurements of the interplanetary medium, will
make a significant contribution to our understanding of fundamental problems
such as coronal heating, energy dissipation, the link between activity on the
Sun’s surface and the resulting evolution of the corona, the origin of electron
acceleration and transport in the corona, and the shock formation. Study of the
interactions between loop systems and of their evolution will be an important
means of understanding processes leading to CMEs and flares. Regular mon-
itoring of filaments, active regions, and coronal holes at different wavelengths
will provide key parameters for synoptic studies. FASR will be an important
complementary tool for the future space missions. For example, Ulysses has
identified relatively small structures of the solar wind plasma anchored at the
Sun that maintain their identity beyond 4 AU. These structures channel the prop-
agation of solar electron beams, which produce Langmuir waves and type III
bursts (Buttighoffer 1998). Such a result demonstrates the close link between
the corona and the inner heliosphere at large distances from the Sun.

Optimizing the science return of FASR will require a cooperative effort from a
large community around the world and access to the fully processed data similar
to what is available from space-borne instruments. Furthermore, as mentioned
above, the construction on a site near FASR of a radio spectrograph covering
the entire radio spectrum will be necessary not only to complement FASR but
also for space-borne radio spectrographs observing at longer wavelengths. The
achievement of FASR and of an accompanying new radio spectrograph will
represent a major step forward in the organization of international cooperation
on solar-terrestrial physics. Further instrumentation dedicated to this research
field would be to implement subsystems of FASR at other geographical loca-
tions and of similar radio spectrographs. Finally, it is important to underscore
once again the complementarity of radio techniques: radio heliography, radio
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scintillation and radar instruments. I will close this introductory chapter by a
french saying “l’union fait la force”.

AcknowledgmentsI thank F. Drago-Chiuderi and A. Kerdraon for a critical
reading of the manuscript.
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Delańee, C. 2000, ApJ, 545, 512
Drago, F. Chiuderi, Alissandrakis, C., & Hagyard, M. 1987, Solar Phys, 112,

89
Gary, D. E., & Hurford, G., J. 1994, ApJ, 420, 903



44 SOLAR AND SPACE WEATHER RADIOPHYSICS

Gopalswamy, N., Kundu, M. R., & St Cyr, O.C. 1994, A&A, 424, 2, L135
Gopalswamy, N., & 9 coauthors 1998, JGR, 10, 307
Gopalswamy, N., Nitta, N., Manoharan P. K., Raoult A., & Pick, M. 1999,

A&A, 347, 684
Gopalswamy, N., Yashiro, S., Kaiser, M. L., Howard, R. A., & Bougeret, J. L.

2001, ApJ, 548, L91
Gopalswamy, N., & 7 coauthors 2002, ApJ, 572, 103
Grebinskij, A., Bogod, V., Gelfreikh, G., Urpo, S., Pohjolainen, S., & Shibasaki,

K. 2000, A&ASuppl. Ser., 144, 169
Haggerty, D. K. & Roelof, E. C. 2002, ApJ, 579, 841
Hurford, G. J., & 13 coauthors 2002, Solar Phys, 210, 61
Kakinuma, T., & Swarup, G. 1962, ApJ, 39, 5
Kanbach, G. & 9 coauthors 1983, A&A, 97, 349
Kane, S., & 6 coauthors 2003, Adv. Space Res., 32, 12, 2503
Kerdraon, A., Pick, M., & Trottet, G. 1983, A&A, 265, L19
Klassen, A., Aurass, H., Klein, K-L, Hofmann, A, & Mann, G. 1999, A&A,

343, 287
Klein, K. L., Trottet, G., Lantos, P., & Delaboudiniere, J. P. 2001 A&A, 373,

1073
Krucker, S., Benz, A. O., Bastian, T. S., & Acton, L. W. 1997, ApJ, 488, 499
Krucker, S., Larson, D. E., Lin, R. P., & Thomson, B. J. 1999, ApJ, 519, 864
Kundu, M. R. 1965,Solar Radio Astronomy, Interscience Publishers (Wiley

and sons).
Kundu, M. R., Raulin, J. P., Pick, M., & Strong, K. T. 1995, ApJ, 444, 2, 922
Lee, J., & Gary, D. E. 2000, ApJ, 543, 457
Levine, R. H. 1974, ApJ, 190, 457
Lin, R. P., & 12 coauthors 2003, ApJ, 595, L69
Lu, T. L., & Hamilton, R. J. 1991, ApJ, 380, L89
Maia, D., Vourlidas, A., Pick, M., Howard, R., Schwenn, R., & Magalhaes, A.

1999, JGR, 104, 12, 57
Maia, D., Pick, M.,Vourlidas, A.,and Howard, R. 2000, ApJ, 528, L49
Maia, D., Pick, M., Hawkins III , S. E., Formichev, V. V., & Jiricka, K. 2001,

Solar Phys, 204, 199
Manoharan, P. K., van Driel-Gesztelyi, Pick, M., amd Demoulin, P. 1996, ApJ,

468, L73
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Chapter 3

THE FREQUENCY AGILE
SOLAR RADIOTELESCOPE

T. S. Bastian
National Radio Astronomy Observatory∗, Charlottesville, VA 22903, USA

tbastian@nrao.edu

Abstract The Frequency Agile Solar Radiotelescope (FASR) will be a ground based solar-
dedicated radio telescope designed and optimized to produce high resolution,
high-fidelity, and high-dynamic-range images over a broad range of radio fre-
quencies (∼0.05–24 GHz). That is, FASR will perform broadband imaging spec-
troscopy, producing unique data and enabling a wide variety of radio-diagnostic
tools to be exploited to study the Sun from the mid-chromosphere to coronal
heights. FASR will address an extremely broad science program, including the
nature and evolution of coronal magnetic fields, the physics of flares, drivers of
space weather, the quiet Sun, and synoptic studies. FASR may also play an im-
portant role in forecasting solar activity and space weather. An important goal is
to mainstream solar radio observations by providing a number of standard data
products for use by the wider solar physics and space weather communities.

1. Introduction and Background

Radio observations have played an important role in solar physics for many
decades. Beginning in the late 1940s, radio observations were first used to di-
rectly measure the kinetic temperature of the solar corona (Pawsey 1946), which
is optically thick at meter wavelengths. Early radio interferometric techniques
were first devised and applied to studies of compact, nonthermal radiation as-
sociated with sunspot groups (McCready, Pawsey & Payne-Scott 1947). These
techniques were further refined, forming the underpinnings of modern Fourier
synthesis imaging techniques (§4). In the intervening years, solar observations
at radio wavelengths has proceeded along two lines:

∗The National Radio Astronomy Observatory is a facility of the National Science Foundation operated under
cooperative agreement by Associated Universities, Inc.
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Spectroscopic observationsof the Sun have been pursued primarily at decime-
ter, meter, and decameter wavelengths. These have been used to discover a rich
taxonomy of radio burst activity that has been used to probe a wide variety of
physical processes in the solar corona, including energy release, electron beams,
shocks, and coronal magnetic fields. More recently, spectroscopic observations
at centimeter wavelengths have matured, yielding insights on electron accel-
eration and transport in flares and the structure of active regions (e.g., Gary
& Hurford 1994; Lee, Chapter 9). With the advent of space-borne instrumen-
tation, spectroscopic observations were extended to hectometer and kilometer
wavelengths, wavelengths that are inaccessible to study from the ground owing
to the ionospheric frequency cutoff near 10 MHz. Space-based observations
have allowed interplanetary electron beams and shocks to be studied as they
propagate from the outer solar corona to 1 AU and beyond.

Imaging observationsof the Sun and solar phenomena at discrete radio fre-
quencies have been performed for decades from the ground, but are not yet
available from space. The prevailing imaging technique is Fourier synthesis
imaging (§4) although other techniques have been used in past years (e.g., “J0

synthesis” was employed by the Culgoora Radioheliograph, as described in
McLean & Labrum 1985). The Sun is routinely imaged with arcsecond res-
olution using Fourier synthesis imaging techniques at centimeter wavelengths
with instruments like the Very Large Array (VLA; Thompsonet al.1983) or the
Nobeyama Radioheliograph (NoRH; Nakajimaet al.1992), or with arcminute
resolution at decimeter and meter wavelengths by the Nançay Radioheliograph
(NRH; Delouise & Kerdraon 1997).

However, in order to exploit the information embodied in radio emission
from the Sun requires fully wedding spectroscopic and imaging capabilities
in a single instrument. Moreover, these capabilities must be available on time
scales commensurate with those relevant to physical processes on the Sun. This
is the motivating factor behind the Frequency Agile Solar Radiotelescope: an
instrument that performs broadband imaging spectroscopy.

The Frequency Agile Solar Radiotelescope (FASR) had its genesis in an
international workshop organized in 1995 at San Juan Capistrano in California.
There, the solar physics and solar radiophysics communities first outlined the
science requirements for the instrument. Since then, the instrument has gained
support throughout the solar and space weather communities, culminating in the
recent recommendations of decadal reviews by the Astronomy and Astrophysics
Survey Committee (2001) and the Solar and Space Physics Survey Committee
(2003), both sanctioned by the National Research Council. The latter survey
ranked FASR as the number one small project (< $250M). On this basis, plans
are underway to design and build the instrument.



The Frequency Agile Solar Radiotelescope 49

This chapter serves as an introduction to FASR. In the next section, some
preliminary concepts relevant to radio observations are outlined. Key drivers of
the FASR science program are summarized in§3. More detailed discussions of
radio diagnostic techniques and radio science that will be addressed with FASR
are presented elsewhere in this volume. A summary of FASR’s operational
basis is given in§4. The instrumental requirements and a strawman design are
summarized in§5. Some operational issues are discussed in§6 and concluding
remarks are presented in§7.

2. Preliminaries

In order to understand the rationale for wedding imaging with spectroscopy
in a single instrument, it is useful to revisit briefly elementary concepts of
radiative transfer at radio wavelengths and to review relevant radio emission
mechanisms.

2.1 Radiative transfer

At radio frequencieshν ¿ kBT (in the Rayleigh-Jeans regime), where
h is Planck’s constant,ν is the (cyclic) radio frequency,kB is Boltzmann’s
constant, andTe is the effective temperature of the emitting material. In this
regime, the specific intensityIν and the source functionSν can be expressed in
terms of the brightness temperatureTb and the effective temperatureTe through
Iν = kBTbν

2/c2 andSν = (ην/κν)kBTeν
2/c2, respectively. The quantities

ην and κν are the radio emissivity and absorption coefficient, respectively;
these embody the microphysics of radio emission and absorption for any given
mechanism.

The radiative transfer equation for continuum radio emission is conveniently
expressed along a given line of sight as

Tb =
∫ τν

0
Te(τ ′ν)e

−τ ′νdτ ′ν + Tb◦e−τν (3.1)

whereτν =
∫

κνdl is the optical depth. In the simple case of an isolated source
whereTe is constant, Eq. 3.1 becomesTb = Te(1− e−τν ). Whenτν À 1 the
source is optically thick andTb = Te. Whenτν ¿ 1 the source is optically
thin andTb ≈ τνTe.

For spatially unresolved radio observations the flux density, Sν , is expressed
in units of Jansky. In the case of solar observations, a more convenient unit is
thesolar flux unit, with 1 sfu =104 Jy = 10−22 W m−2 Hz−1. The total flux
density Sν of a radio source is related toTb through

Sν =
2kBν2

c2

∫
TbdΩ (3.2)
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wheredΩ is the differential solid angle. In the case of an imaging instrument,
observations are limited in angular resolution to a solid angleΩbm, referred
to as the “beam” in radio astronomy, the value of which is intrinsic to the
instrument. The measured quantity is then the flux density per beam:〈Sν〉bm =
2kB〈Tb〉ν2Ωbm/c2 where〈Tb〉bm is the mean source brightness overΩbm. The
total flux density per beam is therefore an estimate of the specific intensity.

Spectroscopy is, of course, a powerful tool in all wavelength regimes. In the
case of solar radio emission, bound-bound and bound-free atomic and molec-
ular transitions play no role. Instead, free-free, wave-particle, and wave-wave
interactions are responsible for the emission and absorption of radio waves.
Even so, spectroscopy is a critical tool for identifying emission mechanisms
and for diagnosing physical conditions in the source. In most cases, broad-
band, low-dispersion radio spectroscopy is the desired tool.

For an unresolved source the total, or integrated, spectrum can be mea-
sured asSν . As noted in§1, such measurements have been employed for
many years using swept-frequency spectrometers or, more recently, broadband
digital spectrometers. Typically, time-resolved spectra are used to construct a
dynamic spectrumover some frequency range. Dynamic spectroscopy has been
employed to characterize and study a variety of radio bursts from decimeter to
decameter wavelengths on the ground (e.g., the classical radio bursts of types I–
V) and from decameter to kilometer wavelengths in space (e.g., interplanetary
radio bursts of type II and type III). Broadband dynamic spectroscopy has also
been employed to study microwave bursts: e.g., the Owens Valley Solar Array.

While high resolution images of the Sun have also been available for many
years from instruments like the VLA and the NoRH, these instruments can only
produce images at a small number of widely spaced frequencies, which is in-
sufficient for spectroscopy. What is needed is the ability to combine imaging
with broadband spectroscopy in order to acquire time-resolvedbrightness tem-
perature spectraeverywhere in the source. The most effective way to satisfy
this need is to design and build a solar-dedicated instrument which performs
broadband imaging spectroscopy. This is the fundamental innovation of FASR.

2.2 Radio emission mechanisms

Radio emission mechanisms are discussed elsewhere in this volume by Gary
& Hurford (Chapter 4) and will therefore be only touched on here. The radio
spectrum from centimeter to meter wavelengths is rich in diagnostic possibilities
because (1) a variety of coherent and incoherent emission processes occur; (2)
both the optically thin and optically thick portions of emission spectra are acces-
sible to study. Hence, tremendous observational leverage is available to mea-
sure or otherwise constrain the plasma temperature and density, the magnetic
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field, the electron distribution function, and importantly, the spatio-temporal
evolution of these observational parameters.

There are two classes of incoherent emission mechanism that are important on
the Sun: bremsstrahlung (or free-free) radiation and gyromagnetic (or magneto-
bremsstrahlung) radiation.

Thermal free-free emission, due to collisions between thermal electrons
and ions, is ubiquitous on the Sun. Thermal free-free radiation can be
used to diagnose physical conditions in the quiet Sun, active regions, and
the decay phase of certain flares.

Thermal gyroresonance emissionis due to the gyromotion of thermal
electrons in the presence of a magnetic field. In active regions, the mag-
netic field can be strong enough to render the corona optically thick to
gyroresonance absorption at frequencies in the range 1–18 GHz. It is
therefore a powerful tool for measuring magnetic fields in solar active
regions.

Thermal and nonthermal gyrosynchrotron emissionplay a dominant role
in energetic phenomena such as flares. Extremely hot electrons or a
nonthermal distribution of electrons emit a broadband continuum that
strongly dominates the radio emission at frequenciesν > 1–2 GHz. Gy-
rosynchrotron radiation provides powerful diagnostics of physical con-
ditions in flaring sources.

In addition to incoherent radiation from thermal and nonthermal distributions
of electrons by the above mechanisms, coherent radiation due to wave-particle
and wave-wave interactions plays a prominent role on the Sun at frequencies
ν < 1–2 GHz:

Plasma radiationis the result of a two-stage process wherein the elec-
tron distribution function becomes unstable to the production of plasma
waves—due, for example, to the two-stream instability resulting from the
passage of an electron beam, to the passage of a coronal shock, or to a loss-
cone instability. The plasma waves are then converted to electromagnetic
waves at the electron plasma frequencyνpe =

√
nee2/πme ≈ 9

√
ne kHz

or its harmonic2νpe. Examples of radio bursts that emit plasma radiation
include those of type II and type III.

Other coherent mechanismsinclude the electron cyclotron maser (Mel-
rose & Dulk 1982; Melnikov & Fleishman and references therein) and
possibly transition radiation (Fleishman & Kahler 1992). Additional, as
yet unidentified coherent emission mechanisms, may prove to play a role
in the Sun’s radio repertoire.
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3. Overview of FASR Science

In this section, key FASR science goals are summarized. The science back-
ground, motivations, and relevant radio diagnostics and techniques are dis-
cussed in greater detail elsewhere in this volume. The relevant chapters will be
indicated where appropriate. The identification of FASR key science goals has
been motivated by (i) the recognition of outstanding problems in solar physics
by the wider scientific community, and (ii) the unique and innovative observa-
tional role that FASR can play in attacking these problems. FASR is therefore
expected to play a central role in the following key science areas:

The measurement of coronal magnetic fields

The physics of flares

The drivers of space weather

The quiet Sun

In addition to these four key science areas, FASR could play an important role
in synoptic studies (§3.5) . An independent, but nevertheless very important,
role that FASR data products could play is in forecasting or “nowcasting” solar
activity, and in providing new observational tools for assessing its potential
impact on the near-Earth environment (§3.6).

3.1 Coronal magnetic fields

It is widely recognized that an understanding of the nature and evolution
of coronal magnetic fields is of fundamental importance to acquiring a deeper
understanding of a wide variety of outstanding problems, including coronal
heating and the origin of the solar wind, solar flares, coronal mass ejections,
and particle acceleration and transport. Yet quantitative measurements of the
coronal magnetic field have remained elusive. A key capability of FASR will be
to exploit a number of diagnostics to measure, or otherwise constrain, coronal
magnetic fields. Because of the paucity of such measurements to date, and
because of the difficulty of measuring coronal fields at other wavelengths, the
impact of FASR may be greatest in its ability to measure fields through a variety
of techniques.

Magnetic fields in active regions of strengths> 150 G can be measured
usinggyroresonance absorption(see White, Chapter 5). A measurement of
the magnetic field at the base of the corona is straightforward. Extraction of
the three-dimensional magnetic field remains a research problem that will be
solved through inversion techniques, forward modeling, or other means.

The longitudinal component of weak magnetic fields can be measured using
the difference between the free-free absorption coefficient for the ordinary (o)
and extraordinary (x) magneto-ionic modes. This difference manifests itself as
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circularly polarized emission, the magnitude of which depends on the longitu-
dinal component of the coronal magnetic field. Gelfreikh (Chapter 6) discusses
the technique in some detail, which can be exploited to constrain magnetic fields
in both active and quiet regions on the Sun.

Propagation effects can also be exploited to measure or constrain the coronal
magnetic field. Ryabov (Chapter 7) discusses the propagation of the thex-
and o-modes through the solar corona and the consequences of strong and
weak coupling between the two modes for the observed spatial distribution of
circularly polarized radiation as a function of frequency. These effects can be
used to constrain the strength and topology of the coronal magnetic field above
and near solar active regions.

Solar activity also yields a number of diagnostic tools for measuring coronal
magnetic fields. These include the use of gyrosynchrotron radiation to measure
magnetic fields in flaring loops (Bastian 1999; Gary & Hurford, Chapter 4) and
in the expanding loops of certain coronal mass ejections (Bastianet al.2001).
Statistical studies of the polarization properties of solar radio bursts at meter
wavelengths have been used to constrain the macroscopic coronal magnetic field
(e.g., Dulk 1976). With the availability of imaging spectroscopy, polarization
measurements of specific radio bursts and their trajectories will yield magnetic
field measurements in specific regions of the solar corona.

Clearly, FASR magnetic field measurements will often benefit from the use
of complementary data. Soft X-ray (SXR) and extreme-ultraviolet (EUV) ob-
servations, provide powerful plasma density diagnostics and provide excellent
constraints on the magnetic field topology, if not quantitative measurements.
Brosius (Chapter 13) reviews the use of multiwavelength observations to mea-
sure coronal magnetic fields.

3.2 The physics of flares

FASR will be a superb instrument for investigating the physics of flares.
FASR will be sensitive to both thermal and nonthermal emissions, will sample
both coherent and incoherent emissions, and span both the optically thick and
optically thin spectral regimes. Hence, a large number of radio diagnostics will
be brought to bear on solar flares which are expected to yield significant new
insights to energy release in flares, the acceleration and transport of electrons,
magnetic fields in flares, and the origin of energetic particles in the interplanetary
medium.

At frequenciesν < 1–2 GHz, plasma radiation plays an extremely important
role. At frequencies less than 200–300 MHz (meter wavelengths) the classical
radio bursts will be imaged over a broad frequency range. Burst locations and,
importantly, trajectories will be identified and their association with, and rela-
tion to, solar flares will be clarified. Pioneering work in this regard has been
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made by the NRH at discrete frequencies in the range of 150–450 MHz (see
Chapter 2 and references therein, for example). Particularly important are radio
bursts of type II (due to a coronal piston-driven or blast-wave shock), type III
(due to suprathermal electron beams), and type IV (due to trapped populations
of energetic electrons). At frequencies0.3 < ν < 1–2 GHz (decimeter wave-
lengths), coherent plasma radiation from type III-like bursts and type IV bursts
plays an important role. These are believed to be associated with energy release,
but their source regions have not been adequately imaged before, let alone im-
aged over a frequency range sufficient to exploit the spectral diagnostic power
they offer. Also intriguing are the meter-wavelength and decimeter-wavelength
narrow-band spikes. Meter-wavelength spikes are associated with metric type
IIIs and may be a signature of energy release. Benz reviews decimeter wave-
length radio emissions in Chapter 10.

At frequenciesν > 1–2 GHz (decimeter/centimeter wavelengths) incoher-
ent gyrosynchrotron radiation from electrons with energies of 10s of keV to
several MeV is the dominant mechanism. This is the same electron population
responsible for hard X-ray (HXR) andγ-ray (continuum) radiation, although
the emission mechanisms for hard X-ray,γ-ray, and radio radiation are quite
different. HXR and continuumγ-ray radiation over this energy range are due
to nonthermal electron bremsstrahlung resulting from collisions of energetic
electrons with dense (mostly chromospheric) plasma, while the radio emis-
sion results from the gyromotion of these electrons in the magnetic field of the
flaring source. Radio and HXR observations of flares are therefore highly com-
plementary. Radio emission is sensitive to emission by nonthermal electrons
everywhere in the source. With imaging spectroscopy, it is a powerful diag-
nostic of the electron distribution function, of the ambient plasma, and of the
coronal magnetic field in the source. Gary & Hurford (Chapter 4) outline how
some of these measurements are made. Time-resolved imaging spectroscopy
will allow the spatio-temporal evolution of the electron distribution function
and other physical parameters of the source to be observed. Lee (Chapter 9)
demonstrates how time-resolved microwave spectroscopy provides key insights
into the problem of electron acceleration and transport.

An extremely important aspect of FASR’s capabilities will be the fact that
it will provide a comprehensiveand integratedensemble of data over a wide
wavelength range. FASR will provide simultaneous observations of tracers of
energy release in the corona at decimeter wavelengths, of energetic, nonthermal
electrons at centimeter wavelengths, of associated type II and/or type III radio
bursts at meter wavelengths, and of the thermal response of the solar atmosphere
at decimeter and centimeter wavelengths (see below). Hence, new insights into
the way in which each of these phenomena are coupled to the others will likely
emerge.
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3.3 Drivers of space weather

The term “space weather” refers to a vast array of phenomena that can dis-
turb the interplanetary medium and/or affect the Earth and near-Earth envi-
ronment. This includes recurrent structures in the solar wind (fast solar wind
streams, co-rotating interaction regions), the ionizing radiation and hard par-
ticle radiations from flares, radio noise from the Sun, coronal mass ejections,
and shock-accelerated particles. These drivers result in geomagnetic storms,
changes in the ionosphere, and atmospheric heating which can, in turn, result
in a large variety of effects that are of practical concern to our technological so-
ciety: ground-level currents in pipelines and electrical power grids, disruption
of civilian and military communication, spacecraft charging, enhanced atmo-
spheric drag on spacecraft, etc. A historical perspective of solar and solar radio
effects on technologies is presented by Lanzerotti in Chapter 1. The drivers
of space weather—fast and slow solar wind streams, flares, and coronal mass
ejections—are solar in origin. An understanding of space weather phenomena
lies, in part, in gaining a fundamental understanding the origin of these drivers.

Interest in coronal mass ejections (CMEs) has been particularly strong be-
cause they are associated with the largest geo-effective events and the largest
solar energetic particle (SEP) events. With the detection of synchrotron radia-
tion from CMEs (Bastianet al.2001) a new tool has become available to detect,
image, and diagnose the properties of CMEs. Fits of a simple synchrotron model
to two- and three-point spectra at various locations in the source yield not only
the magnetic field in the CME, but the ambient density of the thermal plasma
as well. Radio CMEs may be significantly linearly polarized by the time they
propagate to several solar radii from the Sun. Detection of linearly polarized
radiation from radio CMEs would provide additional leverage on the magnetic
field in CMEs. CMEs can be detected by other means (Bastian & Gary 1997).
Using the Clark Lake Radio Observatory, Gopalswamy & Kundu (1993) re-
port observations of thermal radiation signatures of a CME near the plasma
level at 38.5, 50, and 73.8 MHz. More recently, thermal emission from CMEs
(Kathiravanet al.2002), and coronal dimmings resulting from the launch of a
CME (Ramesh and Sastry 2000) have been reported in observations made by
the Gauribidanur Radioheliograph between 50–65 MHz. Vourlidas provides a
more comprehensive overview of radio signatures of CMEs in Chapter 11.

Coronal waves, possible analogs to chromospheric Moreton waves, were dis-
covered by the SOHO/EIT instrument (Thompsonet al.1999; 2000; Biesecker
et al. 2002) although examples have since been discovered in SXR (Khan &
Aurass 2002). They represent the dynamical response of the corona to a flare
and/or an associated CME. An associated phenomenon is a coronal dimming,
observed in SXR (e.g., Sterling & Hudson 1997) and EUV (Harra & Sterling
2001), believed to result from the removal of coronal material due to the lift-
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off of a CME. A radio counterpart to an “EIT wave” was recently detected
by the NoRH at 17 GHz (White & Thompson 2004). Observations of radio
counterparts to EIT waves and of coronal dimmings mentioned above, suggests
that FASR will provide a rather complete view of chromospheric and coronal
waves, dimmings, and the interaction of waves with surrounding structures such
as active regions (e.g., Ofman and Thompson 2002) and filaments.

It is generally accepted that type II radio bursts are a tracer of fast MHD
shocks. The shocks that produce coronal type II radio bursts may be driven
by fast ejecta (Gopalswamyet al.1997), by a blast wave (Uchida 1974, Cane
& Reames 1988), or by a CME (Cliveret al. 1999; Classen & Aurass 2002).
Fast ejecta and/or a blast wave are produced by a flare; a CME produces a
piston-driven shock wave. The relationship between these shocks, their radio-
spectroscopic signature, and other phenomena such as Moreton waves and “EIT
waves” remain matters of considerable interest and controversy. Gopalswamy
reviews interplanetary type II radio bursts and their relation to interplanetary
shocks and CMEs in Chapter 15. With its unique ability to perform imaging
spectroscopy, FASR will in some cases be able to simultaneously image the
basic shock driver (flare or CME), the response of the atmosphere to the driver
(chromospheric and coronal waves and coronal dimmings), and shocks which
may form due to the flare and/or the CME. The emphasis placed on FASR’s abil-
ity to provide an integrated picture of flare phenomena in§3.2 applies equally to
CMEs and associated phenomena (type II radio bursts, EIT and Moreton waves,
filament eruptions). As an instrument that images coronal energy release and
particle acceleration in the middle corona, tracers of coronal shocks, and the
onset and ejection of certain coronal mass ejections, simultaneously, FASR will
also provide key observations that will help resolve the important and contro-
versial problem of the origin of solar energetic particles in the interplanetary
medium.

3.4 The quiet Sun

Radio emission from the quiet Sun is reviewed by Keller & Krucker (Chap-
ter 12). One of the fundamental questions in solar physics is how the solar
corona maintains its high temperature of several×106 K. The leading theoret-
ical ideas for how the corona is heated involve either some form of resonant
wave heating (e.g., Ofman, Klimchuk, & Davila 1998 ) or “nanoflares” (Parker
1988), although there exist other models. Wave heating models make specific
predictions of where and on what time scales energy deposition occurs in coro-
nal magnetic loops. FASR will provide a detailed history of the temperature,
density, and magnetic field in coronal loops in active regions, from which the
rate of energy deposition can be calculated as a function of position and time.
The role of nanoflares—tiny, flare-like releases of energy from small magnetic
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reconnection events—depends critically on the rate at which such events occur.
At radio wavelengths Gary, Hartl & Shimizu (1997) established that the1027-
erg SXR events in active regions studied by Shimizu (1995) are accompanied
by nonthermal electrons; i.e., they are flare-like. FASR will greatly improve
on previous work by providing vastly better frequency coverage and a sensi-
tivity comparable to the VLA under some circumstances (e.g., Kruckeret al.
1997). The instrument’s full-Sun capability should allow FASR to obtain accu-
rate counting statistics on the occurrence rate of these events, and to determine
whether that rate increases enough at low energies to contribute significantly to
the corona’s energy budget.

The structure and heating of the solar chromosphere is also an outstand-
ing problem in solar physics. To date, most chromospheric models have been
static. The semi-empirical models of, e.g., Vernazzaet al.(1981), Fontenlaet al.
(1993) were calculated under the assumption of hydrostatic equilibrium and em-
ploy observations of non-LTE UV/EUV lines and disk-averaged IR/submm/mm
continuum observations. Separate models are calculated for active region, net-
work, and cell interior contexts. However, observations of CO near 4.7µm
show that the low-chromosphere contains a substantial amount of cool material
while broadband microwave (1–18 GHz) spectroscopy of the quiet Sun (Zirinet
al. 1991) convincingly demonstrate that the semi-empirical models include an
overabundance of warm chromospheric material (Bastianet al. 1996). More-
over, observations have emphatically shown that the chromosphere is a dynamic
entity. Carlsson & Stein (2002, and references therein) have explored dynamic
models of the solar chromosphere, wherein acoustic waves are driven through
the atmosphere using a sub-photospheric piston. The acoustic waves increase
in amplitude as they propagate upward and steepen into shocks at a height of
∼ 1000 km where they produce temperature differences as great as104 K. The
dynamic model therefore yields material at temperatures considerably higher
than that found in the static model chromospheres. However, high tempera-
ture material exists only relatively briefly, so that the mean atmosphere in these
models is a relatively constant throughout most of the chromosphere.

The FASR design will allow the thermal structure of the chromosphere to be
probed down to the height whereTe ≈ 8000 K. The sensitivity of the FASR, as
presently conceived, will allow the time variability of the thermal structure of
the solar chromosphere to be studied in a single frequency band on a time scale
< 1 min (∆Tb ∼ 100 K). Over a period of several hours, the FASR will provide
high quality maps of the mean thermal state of the chromosphere over its entire
frequency range. FASR observations will therefore provide a comprehensive
specification of the thermal structure of the chromosphere—in coronal holes,
quiet regions, enhanced network, plages—as an input for modern models of the
inhomogeneous and dynamic chromosphere.
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3.5 Synoptic measurements and forecasting

The Sun occupies a unique position in astronomy and astrophysics because
it has a direct impact on life on Earth and in space. Aside from the obvious fact
that the Sun makes life on Earth possible, it is the vagaries of the Sun’s activity
cycle that may cause climatic change (e.g., the Maunder minimum in the late
17th C.). Moreover, as we have come to rely on both ground and space based
technologies—for distribution of electrical power, gas and oil pipelines, fixed
and mobile communications, navigation, weather and geological information—
we have become more vulnerable to disruptions by transient phenomena on
the Sun (see Lanzerotti, Chapter 1). Long-term studies of solar activity and
both short- and long-term forecasting of solar activity are therefore of pressing
interest.

FASR is designed to be flexible enough to carry out a wide variety of research
programs requiring specialized data, but in addition it will carry out a strong
synoptic role and produce certain data products that will be available in real-
time, near real-time, or archivally. The forecasting community, ionospheric
physicists, aeronomists and other interested parties will be free to download
these products as they become available. As an example, the solar 10.7 cm flux
has been used for many years as a proxy indicator of solar activity due to its close
correlation with other diagnostics such as sunspot number and area, the emission
in Lyα, Mg II, and EUV fluxes, and the total solar irradiance. The 10.7 cm flux
remains the solar measurement in highest demand from NOAA/SEC. Schmahl
& Kundu (1997) have shown that multi-radio-frequency measurements can
be combined to yield superior proxies for both sunspots and irradiance. FASR
will provide well-calibrated multifrequency observations suitable for exploiting
such proxies.

It is possible that FASR will play a prominent role in forecasting or “now-
casting” solar activity and space weather. FASR could produce a number of
quicklook data products in near-realtime for this purpose. What is difficult to
predict at present, given the unique character of the data that FASR will pro-
duce, is which radio diagnostics will prove to be the most useful and robust for
forecasting. It is likely that a number data products and/or indices based on
the data will prove to be useful. While their utility as forecasting tools remains
speculative at this point, examples of such data products include:

Synoptic maps of the solar atmosphere at various frequencies; synoptic
maps of derived physical quantities: temperature, density, magnetic field.

Maps of the magnetic field strength at the base of the corona in active
regions.
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Measures of coronal magnetic activity. Strong gradients and/or high
values and/or rapid evolution of the coronal magnetic field may be used
as indicators of probable activity.

Maps of brightness variance at selected frequencies. A high variance is
indicative of evolving and/or emerging magnetic flux, local heating, and
may be an indicator of probable activity.

Lists of flare events, erupting prominences, and CMEs; their location,
size, and spectral properties as they occur.

4. Description of the Instrument

We now turn to the nature of the instrument itself. It is useful to digress
briefly in order to sketch the operational basis of imaging instruments at radio
wavelengths in general before discussing FASR specifically.

4.1 Operational basis

High-angular resolution images of celestial sources are formed at radio wave-
lengths using interferometric techniques. This is because of the fundamental
limitation imposed by Rayleigh resolution: the angular resolution of an aper-
ture of diameterD is θ ∼ λ/D, whereλ is the wavelength of the radiation.
For example, if an angular resolution ofθ = 1′′ is desired at a wavelength of
λ = 2 cm (ν = 15 GHz), an apertureD ≈ 4 km is required. To build a single
large antenna of this diameter is impractical. A far more elegant solution is to
effectively break the large reflector into an array of many small patches (anten-
nas), each of diameterd ¿ D, distributed over the desired aperture of diameter
D. The basic element of such an array is a pair of antennas, an interferome-
ter. The distance between a given pair of antennas is the antenna baselineb.
The interferometer is sensitive to radio emission on an angular scaleθ = λ/b.
Hence, the angular resolution of the array is determined by the maximum base-
line bmax = D, the instrumental beam (§2.1) beingΩbm ∼ (λ/D)2. The field
of view of the array is determined by the diameterd of the individual antennas:
FOV ∼ λ/d.

Most modern radio imaging arrays employ Fourier synthesis imaging. FASR
will be no exception. The function of an interferometer is to multiply the sig-
nals measured at each antenna. This operation is performed in a device called
a correlator. A given interferometer measures a single Fourier component—
an amplitude and a phase—of the Fourier transform of the radio brightness
distribution within the field of view of a single antenna at a spatial frequency
b/λ. A given measurement of a Fourier component is referred to as a com-
plex visibility. An array ofN antennas distributed over a two-dimensional
domain providesNtot = N(N − 1)/2 interferometers with baselines of vary-
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ing length and orientation and, hence,Ntot visibility measurements. One can
think of the ensemble of interferometers as constituting a sampling function,
a field of delta-functions which multiplies the Fourier transform of the radio
brightness distribution within the field of view. The sampling function is the
auto-correlation function of the antenna locations. The measurement domain is
referred to as the “uvplane”, whereuandvare the spatial frequency coordinates.
The inverse Fourier transform of the sampling functionS is referred to as the
“dirty beam”B. It is the point spread function (PSF) of the array. Fourier inver-
sion of the ensemble of measured visibilities therefore yieldsI′ = B ? I + n,
whereI is the true radio brightness distribution,n is instrumental noise, and?
denotes a convolution. A variety of deconvolution and estimation techniques
can be used to recoverI from I′.

It is worth pointing out that general purpose radio telescopes such as the
VLA can exploit Earth rotation aperture synthesis. If a radio source is static
in time—effectively the case for many cosmic radio sources—then the rotation
of the Earth can be used to improve the sampling function. This is possible
because the projected antenna array geometry, as viewed from a radio source,
changes in time as the Earth rotates. Instead of sampling a single point in
the Fourier domain, a given interferometer traces out an elliptical path in the
Fourier domain time. In the case of solar observations, it is often not possible
to use Earth rotation aperture synthesis because the solar radio emission varies
significantly on short time scales: e.g., during a solar flare. Solar observations
must therefore rely largely on the instantaneous sampling (snapshot imaging)
provided by the array for transient phenomena, although Earth rotation aperture
synthesis observations can be exploited to observe slowly varying phenomena.

4.2 FASR instrumental requirements

The instrumental requirements for FASR are determined by the scientific
requirements, which have been addressed by the wider solar physics community
in a number of workshops. The most recent of these was an international
workshop at the NRAO in Green Bank, WV, in 2002. These requirements
will be revisited periodically until construction of the instrument begins. In
this section, we summarize current specifications and discuss the rationale for
choices made in general terms. Specific choices are not justified in detail here.

1 Imaging: Radio emission from the Sun must be imaged with high dy-
namic range, fidelity, and angular resolution, with good sensitivity to both
compact and extended emission. As discussed in the previous section,
FASR will require good snapshot imaging performance, requiring a large
number of antenna baselines, optimally distributed.

2 Field of view: A full disk imaging capability is desired up to a frequency
of 18 GHz. This requirement is determined by the upper frequency limit
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to which gyroresonance emission is expected to be relevant. A field of
view of∼ 10 R¯ is required at frequencies< 500 MHz, determined by
the requirement that radio CMEs and related phenomena must be imaged.

3 Angular resolution: An angular resolution of1′′ at a frequency of 20
GHz is required, and must be available whenever the Sun exceeds30◦
in elevation. For a fixed array, the angular resolution scales linearly
with frequency, yielding10′′ at 2 GHz, and so on. This is believed to
be comparable with the limit on angular resolution at radio wavelengths
imposed by scattering in the solar corona (Bastian 1994).

4 Frequency coverage:The overall frequency range sampled by FASR is
of critical importance. It must be sufficient to address each of the key
FASR science areas described in§3. Coronal magnetography requires
frequency coverage from 1–18 GHz; the physics of flares requires cov-
erage from 0.5–24 GHz, or higher; the drivers of space weather require
coverage from<∼ 50–500 MHz.

5 Frequency agility:The cost of correlating roughly three decades of fre-
quency bandwidth is very high and is, in any case, unnecessary so long
as the broadband radio spectrum is fully sampled on a time scale com-
mensurate with the phenomenon under study. FASR will therefore be
frequency agile.

6 Time resolution:Radio spectra must be obtained at a sufficient rate to
resolve the time scale on which phenomena evolve: 10 ms at decimeter
wavelengths and 100 ms at centimeter wavelengths and meter wave-
lengths.

7 Spectral resolution:Radio spectra must be sampled with sufficient spec-
tral resolution to resolve spectral features due to a variety of emission
mechanisms: as high as 0.1% at decimeter wavelengths and 1% at cen-
timeter and meter wavelengths.

8 Polarimetry: Observations of the Stokes polarization parameters I, Q,
U, and V must be supported. The instrument must be optimized for
measurements of Stokes I and V. In some instances it will be of interest
to measure Stokes Q and U. It will not be necessary to measure all four
Stokes parameters simultaneously.

9 Data channels:At least 2 independent data channels, one for each or-
thogonal sense of polarization, are required. For operational flexibility,
2–4 pairs of data channels are needed. The net instantaneous frequency
bandwidth of the data channels will be of order 1 GHz.
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10 Calibration: Calibration of the instrument should provide an accuracy
of 5% in the absolute flux calibration and an accuracy of 1′′ in absolute
position at centimeter wavelengths. This can be relaxed to10% and 5′′,
respectively, at decimeter wavelengths.

These general requirements are reflected in Table 3.1. We now turn to a
somewhat more detailed discussion of the FASR instrument.

Table 3.1. FASR Instrument Requirements

Frequency range 0.05–24 GHz
Frequency bandwidth 2× 1 GHz per data channel
Frequency resolution < 300 MHz: 1%

0.3–2.5 GHz: 0.1%
> 2.5 GHz: 1%

Time resolution < 300 MHz: 100 ms
0.3–2.5 GHz: 10 ms
> 2.5 GHz: 100 ms

Number antennas HFA:∼ 100
IFA: ∼ 70
LFA: ∼ 50

Size antennas HFA: 2 m
IFA: 6 m
LFA: LP dipoles/other

Angular resolution 20′′/νGHz

Field of view HFA:8◦.5/νGHz

IFA: 2◦.8/νGHz

LFA: ∼ 70◦

Polarization IQUV

Absolute positions 1′′

Absolute flux 5%

4.3 System design overview

FASR will be a Fourier synthesis telescope. To image the Sun’s radio bright-
ness distribution with excellent dynamic range and fidelity requires many visi-
bility measurements. Since the Sun’s brightness varies continuously in time—
sometimes dramatically so—Earth rotation aperture synthesis is not always
possible. Hence, the instantaneousuvcoverage—that is, the sampling function
in the measurement domain—must be extremely good, and optimized to the so-
lar imaging problem. This implies that a large number of optimally configured
antennas is required.
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FASR antennas will be designed to track the Sun every day from sunrise
to sunset. From an operational standpoint, it is highly undesirable to remove
antennas from the array for maintenance or repair during daylight hours. Given
the large number of antennas to maintain, FASR antennas must be highly reliable
in the field. This suggests that the antenna and front end electronics should be
of a simple and robust design and that a minimum of signal processing should
be done in the field. The bulk of the signal processing will be carried out at a
central location. This has the added advantage that future upgrades to signal
processing capabilities can be accomplished more conveniently.

Turning to the source itself, the Sun differs from weak sidereal sources in
important respects. First, it is an extremely powerful radio source, so much
so that it completely dominates the system noise. This has two consequences:
(1) the front-end electronics need not be cooled to cryogenic temperatures, as
is commonly done with sensitive, general purpose radio telescopes like the
VLA; (2) large antennas are not needed for sensitivity. Second, the Sun’s radio
emission is highly variable. Depending on the frequency, the Sun’s total radio
flux may vary by as much as 40 dB. The variability can occur on short time
scales, as implied in Table 3.1, and display narrowband structures. FASR must
be designed to process such highly variable emission.

One of the most challenging aspects of the FASR project is the very large
instrument bandwidth that must be sampled and processed on short time scales.
It appears unlikely that a single antenna and feed can optimally support the
total instrument bandwidth at low cost. FASR will therefore be composed
of three separate arrays of antennas, each designed to support a sub-range of
frequencies. The low-frequency array (LFA) will cover 50–350 MHz; the
intermediate-frequency array (IFA) will cover roughly 300 MHz to 2.5 GHz;
the high-frequency array (HFA) will cover 2.5–24 GHz. Several aspects of the
instrument design from the antennas to the correlator are now discussed. Read-
ers that are not interested in a moderately technical discussion are encouraged
to skip the remainder of this section.

4.3.1 Antenna configuration. The number and configuration of an-
tennas in each array is of critical importance. The criteria by which antenna
configurations are assessed depend on the imaging problem at hand. Each of the
arrays described above must image the Sun with high degrees of dynamic range
and fidelity over roughly a decade of bandwidth with a fixed configuration. The
FASR array configuration is therefore a challenging optimization problem, one
that is presently under study.

The angular resolution with which one can image the Sun is limited by
scattering on inhomogeneities in the overlying corona: “coronal seeing” (e.g.,
Bastian 1994). Seeing limitations are frequency dependent and also depend
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sensitively on the details of the coronal medium (e.g., an active region source,
a quiet region, whether the source is on the limb, whether the Sun is near
maximum or minimum levels of activity, etc).

These considerations lead to a requirement that the angular resolution of
the HFA is1′′ at a reference frequency of 20 GHz, which requires a projected
baseline of 3 km. To meet this requirement over a significant range of hour angle
(source elevation> 30◦) implies that a maximum antenna baseline of 6 km is
required. Since the angular resolution of a fixed array configuration varies
linearly with wavelength, the angular resolution requirement varies between
0.8′′–10′′ in the HFA and, if the configuration footprints are similar for the IFA
and LFA, the angular resolutions will be7′′–80′′ and1′–3.5′, respectively. Both
observations (e.g., Leblancet al.2000) and theory (e.g., Bastian 1994) suggest
that the proposed extent of the array is a good match to the expected variation
in coronal seeing with frequency.

The snapshot imaging capabilities of the instrument, and hence the instanta-
neousuv coverage, must be excellent. Work to date suggests that of order 100
antennas in the HFA, 70 in the IFA, and 50 in the LFA—yielding 4950, 2415,
and 1225 instantaneous complex visibility measurements, respectively—will
be needed to accomplish this goal. These will be configured in “self-similar”
array configurations (Bastianet al.1998; Conway 1998; 2000). The scale-free
nature of self-similar configurations is ideal for imaging over wide frequency
bands. An example of a self-similar configuration is one composed of logarith-
mic spirals (Conway 1998).

4.3.2 Antennas. Multiple arrays are needed to meet the joint require-
ments of supporting a large instrument bandwidth, excellent imaging, and a
large field of view. FASR will therefore employ three arrays of antennas using
three separate antenna designs. Each will cover roughly a decade in frequency—
corresponding roughly to meter, decimeter, and centimeter wavelengths—with
an appropriate degree of overlap between each for cross-calibration.

The LFA will employ non-steerable, non-reflecting antennas: i.e., fixed log-
periodic dipoles or Vivaldi-type antennas while the IFA and HFA will employ
steerable, parabolic reflectors. The IFA will employ symmetric 6 m paraboloids.
These have a field of view of∼ 9◦–1◦ from 0.3–2.5 GHz. The HFA will employ
symmetric 2 m paraboloids, which have a field of view of∼ 3.5◦–0.5◦ from
2.5–18 GHz. Future studies will address the optimum choices for the antenna
mounts and drives (IFA and HFA).

4.3.3 Feeds and front ends. Both the IFA and HFA will employ broad-
band, dual-linear feedsfeed. The precise nature of the feeds—log-periodic
dipoles, log-periodic zig-zags (e.g., Engargiola 2002), sinuous feeds, or vari-
ants thereof—requires a development and evaluation effort. The feeds will not
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be mechanically moved during observations to improve focus, but will be opti-
mized for focus near the high-frequency end. The 5–10% loss of efficiency at
low frequencies may be acceptable if other losses are well controlled.

FASR will employ tightly integrated broadband front end packages. Because
the Sun is a highly variable source the signal must be attenuated by variable
amounts. A switched step attenuator will be placed after the first low-noise
amplifier. The attenuator step size depends on how constant the input into the
optical link and digitizers needs to be. One suggestion is to employ two stages
of attenuation: one would be used to ensure that the second stage amplifier
remained linear; the second attenuator would ensure constant power into the
digitizers. A calibration signal may be needed—e.g., a switchable noise diode—
but this remains uncertain until calibration of the instrument is better understood.
While the front end need not be cooled to cryogenic temperatures, it does need
to be thermally stabilized. This will likely be accomplished using inexpensive
Peltier coolers.

Given the relatively small size of the antennas and the simplicity of their
front ends, the cost of each antennas is expected to be low.

4.3.4 Signal transmission. Signal transmission will be via bundles
of single mode optical fibers over runs of several km. The fiber bundles will
be buried to sufficient depth to eliminate diurnal temperature variations and
hence, minimize daily variations in length. In the interest of designing as
simple, inexpensive, and stable an instrument as possible, it is worth avoiding
implementation of a round-trip phase measurement scheme, if possible. To this
end, it may be sufficient to simply equalize fiber lengths.

The signals will be transmitted in analog form. The complexity and expense
of digitizing the signals at the antenna, not to mention the need to carefully
shield the requisite electronics at each antenna, outweighs the advantages of
gaining full control over the signal at the antenna. The bandwidths of the LFA
and the IFA are such that relatively inexpensive optical modems can be used to
transmit the entire radio frequency (RF) band. No frequency conversions are
required at the antenna.

In the case of the HFA, the bandwidth is too large for optical modems cur-
rently available. The maximum bandwidth for low-cost units for the foreseeable
future is 12 GHz, although progress in broader bandwidth optical links is be-
ing monitored. Assuming that 12 GHz is the maximum transmittable band,
sub-bands must be transmitted. One approach is to perform a single frequency
conversion and, in effect, transmit two halves of the total HFA bandwidth. This
could be accomplished by means of a direct photonic local oscillator at a fre-
quency near 12 GHz. A switch and single optical modem could be used to
handle both sub-bands, or a pair of modems could be used to transmit both si-
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multaneously. Support of frequencies> 24 GHz would require a second local
oscillator in this scheme.

4.3.5 Signal processing. The RF signal observed by each antenna
over its entire nominal frequency range will be transmitted in analog form to a
central processing location via optical fiber. There, the desired frequency and
bandwidth will be selected and the signal will be converted and digitized prior
to further processing.

FASR will be designed to perform “low-dispersion” spectroscopy. A cor-
relator that supports a large number of spectral line channels is not needed on
scientific grounds. However, since, like most other modern radio telescopes,
FASR will sample a relatively large instantaneous bandwidth, exposure to radio
frequency interference (RFI) is a concern. RFI signals are typically narrowband
(< 0.1%) and can be very strong (up to 40 dB above quiet Sun levels at low fre-
quencies). The system will require sufficient spectral resolution and dynamic
range to isolate and remove sources of RFI in the band. It is therefore important
to digitize the signal with a sufficient number of bits to ensure adequate dynamic
range. It is expected that 8-bit sampling will be needed for frequencies below
2.5 GHz; 3 bits will likely be sufficient for frequencies> 2.5 GHz.

While alternative signal processing architectures are possible, FASR lends
itself to an “FX-like” architecture wherein considerable signal processing will
be applied to the signal from each antenna prior to correlation. While the station-
based nature of the F part of an FX approach is attractive, the use of a Fourier
transform is unattractive in the presence of RFI because the frequency response
is too broad. Isolation and excision of undesirable narrowband signals would
be problematic. An alternative is to build a digital filter bank using polyphase
filters (Bunton 2003). The use of polyphase filtering techniques is attractive
because they can be implemented efficiently and yield sharply defined spectral
channels. It should be relatively cheap to implement because the frequency
resolution requirements of FASR are relatively modest. Another attraction
of the digital filter bank approach is that it could adapt to the changing RFI
environment dynamically. The output would be clean, narrowband channels.
The delay correction and correlation requirements would be therefore be small.

If an FX-like approach is adopted, with frequency-domain signal processing
performed in a station-based manner prior to signal correlation, the correlator
itself can be relatively small. One-bit, two-level sampling, or two-bit, three-
level sampling will likely be sufficient.

5. Operational Issues

An important goal of the FASR project is to “mainstream” the use of radio
data by the wider solar physics and related communities. Much as theYohkoh
mission mainstreamed the use of SXR and HXR data, the SOHO mission main-
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streamed the use of UV and coronagraph data, and the TRACE mission has
mainstreamed the use of EUV data, FASR operations will be designed to pro-
vide users with the data and data analysis tools that maximize the utility of the
data for the greatest number of users.

General purpose radio telescopes such as the VLA, the Very Long Base-
line Array, the Giant Meterwave Radio Telescope, and others require a great
deal of users. They must prepare detailed scripts for carrying out their ob-
servations, they must calibrate their data, and they must carefully image and
deconvolve the telescope PSF from their maps. For this reason, radio astronomy
has acquired the reputation of being unduly complicated. To achieve the goal
of mainstreaming the use of FASR data requires shifting the burdens of data
acquisition, calibration, imaging, and deconvolution from the user to facility
operations. This goal, while ambitious, is necessary in order to allow users
that have not been initiated into the craft of radio interferometry to nevertheless
effectively exploit radio observations.

In considering this goal it is worth noting that distinct advantages lie in the
fact that FASR, in contrast to a general purpose instrument, will be dedicated
to a single radio source. This greatly simplifies daily operations and elimi-
nates the need for user involvement in most observations. (It is quite likely,
however, that while users would not be involved in routine FASR operations,
users could nevertheless propose special-purpose observing modes.) There is
cause for optimism in the fact that the NoRH and the NRH have both made
significant progress in automating many operations functions and making data
products available to the community in a relatively transparent manner. Given
the breadth and diversity of the FASR science program, though, the difficulty of
automating data calibration and pipelining imaging and deconvolution should
not be underestimated.

6. Concluding Remarks

FASR is an ambitious project involving the national observatories, univer-
sity partners, and international collaborators. The instrument is being carefully
designed and optimized to exploit radio diagnostics of solar radio emission in
order to measure a wide variety of physical parameters, many of them unique.
FASR will therefore address an extremely broad science program and is ex-
pected to serve as a key research facility for solar radiophysics and the wider
solar physics and space weather communities. Moreover, it is anticipated that
FASR will contribute to forecasting and “nowcasting” of solar activity and space
weather.
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Abstract We review solar radio emission from the perspective of imaging spectroscopy.
Radio emission mechanisms differ in their spectral properties, which can be
used to determine parameters of the emitting particles and the ambient solar
atmosphere in the emitting volume. After generation, the propagation of radiation
in the solar atmosphere leads to changes in the spectrum that can be exploited
to gain further information about the atmospheric parameters along the line of
sight.

1. Introduction

Spectral diagnostics have a long history of importance in astrophysics. In
fact, the “new science” of astrophysics was born from astronomy with the ad-
vent of spectroscopy in the mid-19th century. Solar radio physics was strongly
influenced from the beginning by the spectral viewpoint, with the discovery and
classification of burst types by Wild & McCready (1950; types I–III), Boischot
(1959; type IV), and Wildet al. (1959; type V), based on their appearance
on spectrographs. Multifrequency radiometers and radio spectrographs, which
measure the spatially-integrated flux density from the Sun, have been and will
continue to be important for solar diagnostics, but their use for quantitative
work, especially for incoherent emission processes, is often frustrated by the
inhomogeneity of the Sun and the inability to spatially associate sources with
observations at other wavelengths. Radioheliographs (e.g. Nançay Radiohelio-
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graph and Nobeyama Radioheliograph) and synthesis telescopes (e.g. Wester-
bork Synthesis Radio Telescope and Very Large Array) can make high-quality
images of the Sun, but operate at only a few widely-spaced frequencies. The
only instrument that combines imaging with frequency resolution and coverage
adequate for spectral diagnostics is the Owens Valley Solar Array (OVSA), but
its small number of antennas and limited spatial resolution fall short of what is
needed to fully exploit the diagnostic potential of radio imaging spectroscopy.

The Frequency Agile Solar Radiotelescope (FASR) is envisioned as the first
solar radio instrument to combine the spectral and spatial capabilities needed
to fully exploit this diagnostic potential. Many of the preceding chapters dis-
cuss the multiple-frequency imaging capabilities envisioned for FASR, but this
chapter focuses on an alternative viewpoint which, while equivalent, can yield
important new insights. Instead of considering the data-cube as a stack of in-
dependent images whose morphology changes with frequency, we view the
data-cube vertically and consider each pixel in the images to have an associated
spectrum.

Such a spectrum is referred to as abrightness temperature spectrum, since,
for a spatially-resolved image, it is the spectrum of surface brightness, expressed
in units of temperature. This is in contrast to the spatially-integrated spectrum.
The two are related by the Rayleigh-Jeans approximation for the Planck function

Sν =
∫

2kBTbν
2

c2
dΩ, (4.1)

whereSν is the flux density (W m−2 Hz−1) at frequency,ν (Hz), from an
element of solid angle,dΩ, andkB is the Boltzmann constant. The brightness
temperatureTb is the “temperature equivalent brightness” of the emission, and
is the essential quantity that contains all of the physics. For example, in the
case of optically thick thermal emission it is just the electron temperature. For
optically thick nonthermal emission it is an “effective” temperature related to
the energykBTeff of the emitting electrons. As we will discuss in more detail
shortly, a surprisingly large number of physical parameters can be deduced from
a precisely measured brightness temperature spectrum.

In using the terms thermal and nonthermal, above, we restrict ourselves to
incoherent emission, where each electron produces radiation independently of
the others in the source. However, emission is possible from electrons that
act coherently, in phase with the wave mode exciting the electron motion. The
brightness of such coherent emission loses its diagnostic power for determining
electron energies, but rather reflects the growth rate of the responsible waves,
which may be Langmiur waves, electron-cyclotron waves or others. However,
when the mechanism responsible for such coherent emission can be identified,
the emitting frequency, polarization, and timescale for brightness changes can
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provide diagnostics on the ambient density, magnetic field strength, speed of
the disturbance, inherent size of the source, and perhaps other parameters.

2. Characteristic Frequencies of the Solar Atmosphere

To gain an overview of the power of radio spectral diagnostics, it is neces-
sary to have an appreciation for radio emission processes in the Sun and solar
wind over more than 6 decades in frequency, from< 30 kHz (typical plasma
frequency at Earth) to> 30 GHz. FASR will cover approximately the upper
half of these 6 decades of frequency. Although a bewildering variety of emis-
sion mechanisms vie for dominance over this wide spectral range, much of
the apparent complexity exhibited by solar bursts can be understood in terms
of three characteristic frequencies (Gary & Hurford 1988). The three relevant
frequencies (Hz) are the plasma frequency,

νp = 8.98× 103√ne, (4.2)

the frequency at which free-free emission reaches optical depth unity

ν(τff = 1) ≈ 0.5neT
−3/4
e L1/2, (4.3)

and the electron gyrofrequency

νB = 2.8× 106B. (4.4)

In equations (4.2–4.4),ne is the electron density in cm−3, Te is the electron
temperature in K,L is the relevant scale length in cm for free-free emission (the
density scale height in the case of an isothermal corona), andB is the magnetic
field strength in G.

Figure 4.1 relates these characteristic frequencies to height in the solar at-
mosphere for a nominal solar model, providing a heuristic indication for why
emission mechanisms change with height. In general, the characteristic fre-
quency that appears highest in the figure determines the emission mechanism.
Broadly speaking, plasma emission dominates at frequencies from 30 kHz to
several hundred MHz, covering heights greater than 0.2R¯ above the photo-
sphere. The dominance of plasma emission over this range is simply because
the plasma level lies above theτff = 1 level at these frequencies. At decimetric
frequencies (200 MHz–1 GHz), the plasma level in active regions is generally
below theτff = 1 level, but plasma emission may still be important because
of the inhomogeneity of the corona in this height range, and the extremely
high brightness of the coherent plasma emission, which can reach an intrinsic
brightness of1015 K. Outside of bursts, the emission in this range is thermal or
slightly nonthermal, but burst emission is still dominated by coherent plasma
emission.
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Figure 4.1. Characteristic radio frequencies for the solar atmosphere. The upper-most charac-
teristic frequency at a given frequency determines the dominant emission mechanism. The plot
is meant to be schematic only, and is based on a model of temperature, density, and magnetic
field as follows: The density is based on the VAL model B (Vernazzaet al.1981), extended to
105 km by requiring hydrostatic equilibrium, and then matched by a scale factor to agree with 5
× the Saitoet al.(1970) minimum corona model above that height (the factor of 5 was chosen to
give 30 kHz as the 1 AU plasma frequency). Temperature was based on the VAL model to about
105 km, then extended to2×106 K by a hydrostatic equilibrium model. The temperature is then
taken to be constant to 1 AU. The magnetic field strength was taken to be the typical value for
active regions given by Dulk & McLean (1978),B = 0.5(R/R¯ − 1)1.5. For theν(τff = 1)
curve, a scale heightL is needed. We usedL = H0(T/T0)(R/R¯)2 whereH0 = 0.1R¯ and
T0 = 2× 106 K. Near the Sun, the curves apply to active regions.

Three lines are shown for gyroemission, representing the cyclotron frequency
and its harmonics. The cyclotron line (ν = νB) is generally not relevant for the
solar corona within active regions, but rather the emission occurs typically at
the third harmonicν = 3 νB. Figure 4.1 shows that the3 νB line lies above the
τff = 1 level down to 1–2 GHz, and extends up in frequency to∼ 20 GHz—both
of which agree well with the observed range. During bursts, gyroemission is
more typically atν = 10 νB, from which we see that gyroemission during bursts
can extend to 800–900 MHz in the decimetric range. At mm wavelengths∼ 100
GHz, bursts can be dominated by either free-free or gyroemission, depending
on the number and energy of emitting particles. Outside of flares, the emission
above 20 GHz is entirely due to free-free emission.
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3. Plasma Emission Diagnostics

As we mentioned above, the brightness temperature due to coherent mech-
anisms does not provide a diagnostic of the electron energy distribution, as
incoherent mechanisms do. But as discussed in more detail in Chapter 10,
other features of the spectrum are rich in diagnostics. A prime example is the
frequency drift rate of type III bursts. These are due to beams of electrons
traveling upward or downward in the solar corona, which generate emission at
the plasma frequency or its second harmonic. Hence, the emission frequency
depends only on the local electron density, according to equation 4.1. Given a
model of density vs. height, the frequency drift rate can be converted to beam
velocity, which is typically of order 0.1c. Alternatively, imaging observations
at many frequencies, such as FASR will give the trajectory of the beam and
hence the run of electron density along the trajectory. When type III bursts with
both positive and negative frequency drifts are seen (see Figure 2.7 of Chapter
2, and Figure 10.1 of Chapter 10), imaging observations should pinpoint the
location of the acceleration site.

Type II bursts, also due to plasma emission, are excited by the passage of a
shock wave. Similar to the case of type III bursts, the frequency drift rate, com-
bined with spectral imaging, gives the ambient density and speed of the shock.
Some type II bursts show “herring bone” structure due to excitation of electron
beams from the shock front. Spectral imaging of such bursts should give rich
diagnostics of particle acceleration at shocks by giving the local direction of
the magnetic field along the shock (from the trajectories of the type IIIs) and
the ambient density along the shock (from the frequency of emission).

As described in Chapter 10, many other types of coherent emission occur
in the decimetric and metric wavelength ranges, for which spectral imaging
may provide new plasma diagnostics. However, much more must be learned
about the emission mechanisms before the full diagnostic potential can be re-
alized. Quasi-periodic pulsations, for example, can potentially give magnetic
field diagnostics if the oscillating magnetic loop geometry is known from imag-
ing observations. FASR’s combined spatial and spectral capabilities will yield
new insights into the myriad coherent burst types, and perhaps give a better
understanding of the emission mechanisms necessary for new diagnostics that
are not yet possible.

4. Free-Free Diagnostics

At radio wavelengths, free-free emission, or bremsstrahlung, is derived from
consideration of collisions of electrons on ions in the small-angle approxima-
tion. An expression for free-free opacity from thermal electrons, relevant to



76 SOLAR AND SPACE WEATHER RADIOPHYSICS

conditions of the solar atmosphere, was given by Dulk (1985) as
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∑
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(4.6)

whereνp is the plasma frequency (eq. 4.2),Zi andni are the ion charge and
number density, respectively (

∑
i Z

2
i ni ≈ 1.2ne for the solar corona),me is

the electron mass, andG is the free-free “gaunt factor” related to the Coulomb
logarithm. As discussed in Chapter 6, for free-free emission from the solar
atmosphere the corona has an appreciable optical thickness at low frequencies,
becoming optically thin at higher frequencies whereby the lower-lying chromo-
sphere becomes visible. As frequency increases further, we see to slightly lower
depths in the chromosphere, but it remains optically thick to the highest radio
frequencies. Even at submillimeter wavelengths the chromosphere is optically
thick well above the temperature minimum region (Bastianet al.1993).

The equation of radiative transfer becomes

Tb = Tchr exp−τcor +Tcor(1− exp−τcor) (4.7)

whereTchr is the electron temperature of the chromosphere,Tcor is the electron
temperature of the corona, andτcor =

∫
κ dl is the optical depth of the corona.

Figure 4.2 shows the spectral shape that results from an isothermal corona at
Tcor = 106 K overlying an isothermal chromosphere atTchr = 104 K (solid
line), and after subtracting the background chromosphere (dotted line).

Changing the temperature and density (or column emission measure
∫

n2dl)
of the corona merely shifts the (dashed) spectrum in the directions indicated
by the arrows in Figure 4.2,without changing the spectral shape.The lengths
and directions of the arrows indicate the effect of quadrupling the relevant
parameter labeling the arrows. Gary & Hurford (1988) called such spectra
“Universal Spectra,” to indicate that the shape is invariant to changes in plasma
parameters. The Universal Spectra are strictly valid only for homogeneous
sources, and variations along the line of sight can change the spectral shape.
An example of the use of this spectral diagnostic to deduce coronal temperature
and density as a function of position in an active region was given by Gary &
Hurford (1994—See Fig. 2.2 of Chapter 2).

FASR will produce far higher quality brightness temperature spectra, at much
better spatial resolution, than any previously available. As noted in Chapter 6,
the polarization characteristics of such spectra provide a diagnostic of the lon-
gitudinal magnetic field strength. The more precise measurements from FASR
will permit more realistic modeling of the line-of-sight variations of tempera-
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Figure 4.2. A “Universal Spectrum” for free-free brightness temperature. The solid line shows
the spectrum for a106 K corona and104 K chromosphere. The dashed line shows the spectrum
for the coronal contribution alone.

ture and density than assuming a single-temperature corona. The fact that the
optically thick part of the spectrum gives directly the electron temperature as
a function of frequency, and hence height, can be used to determine the LOS
variation. In fact, Grebinskijet al.(2000; see also Chapter 6) show that precise
measurement of the spectral slope and the degree of polarization are sufficient to
determine the longitudinal component ofB. Figure 4.3 demonstrates that this
simple technique works amazingly well, at least for model data. The relatively
low degree of polarization, and the need for smooth and accurate brightness
temperature spectra, make this a challenging but rewarding observational ap-
plication for FASR.

5. Gyroresonance Diagnostics

The free-free emission diagnostics can be used everywhere in the solar at-
mosphere that the magnetic field is not too strong (B ≤ 100 G). However, in
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Figure 4.3. Longitudinal magnetic field from the model atmosphere given by Moket al.(2003),
compared with the field deduced from radio spectra from the model. The model is shown on
the upper right, and the deduced longitudinal magnetogram is shown on the upper left. The
salt and pepper in the deduced field map is due to failure of the algorithm in regions of high
field strength, where gyroresonance emission strongly affects the spectrum. The horizontal
white lines indicate the locations of the 1-dimensional profiles shown in the lower panels, for
quantitative comparison. The excellent quantitative comparison (see Gary 2003) shows that the
method, from Grebinskijet al. (2000) works very well.

the lower corona above active regions a different mechanism, gyroresonance
emission, dominates as detailed in Chapter 5. The expression for gyroresonance
opacity from thermal electrons, is given by Dulk (1985) as

κν(s, θ) =
π2

4c

1
µσ∂(ωµσ)/∂ω

ν2
p

ν

s2

s!

(
s2β2 sin2 θ

2

)s−1 1
β| cos θ| (4.8)

× exp
[
− (1− sνB/ν)2

(2µ2
σβ2 cos2 θ)

]
(1− σ| cos θ|)2 (4.9)

whereµσ is the refractive index for magneto-ionic modeσ (σ = +1 for o-mode
and−1 for x-mode),β = kBT/mec

2, θ is the direction of the magnetic field to
the line of sight, and the other parameters are as defined earlier. Spectra from
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gyroresonance sources, again assuming an isothermal corona, are characterized
by a flat optically thick portion at low frequencies, becoming optically thin and
falling steeply at high frequencies. The frequency at which the steep decline
occurs isν = sνB, wheres is the highest optically thick harmonic, typically
s = 3 for x-mode ands = 2 for o-mode, andνB is the gyrofrequency for the
highest magnetic field strength along the line of sight that remains at coronal
temperatures, as discussed by White in Chapter 5. Note that gyroresonance
measures the total magnetic field, as distinct from longitudinal component of
magnetic flux, discussed in the previous section.

Neglecting variations ofTe along the line of sight, the spectral shape for
thermal gyroresonance emission is again invariant. The Universal Spectrum
for this mechanism is as shown in Figure 4.4, where the arrows again indicate
the shift in the position of the spectrum for factor of 4 changes inTe andB.
Note that the electron density and the angle,θ, that B makes to the line of
sight also affect the shape, but in a discrete way by changing which harmonic
is optically thick. The spectrum shown by the dashed line illustrates a typical
change in shape when density or angleθ (both assumed constant along the line
of sight) drops enough that thes = 3 layer becomes only partially optically
thick, buts = 2 remains optically thick. In this case, the spectrum falls steeply
at frequencyν = 2νB, to the brightness temperatureTb = Tcorτ , whereτ < 1
is the optical depth at thes = 3 layer. The arrow on the horizontal branch of
the dashed spectrum shows the shift expected for an increase inne(sin θ)2s−2

by a factor of 4. Because the optical depth ofo-mode emission is less than
that of x-mode, both spectral shapes in Figure 4.4 can occur along the same
line of sight, with the solid line representing thex-mode, and the dashed line
representing theo-mode. More complicated spectra are possible in which both
x-mode ando-mode spectra may display harmonic changes. In any case, key
diagnostic information can be gleaned from measuring spectra in both circular
polarizations, which essentially give two independent, but mutually consistent
diagnostics of plasma parameters along the line of sight. Such spectral features
have been observed with OVSA when the spatial geometry could be accounted
for, either by modeling (Hurford & Gary 1986) or by direct imaging (Gary &
Hurford 1994—see Chapter 2, Fig. 2.2).

FASR will produce the first brightness temperature spectra of sufficient spa-
tial and spectral resolution that the spectral discontinuities of the type shown
by the dashed line in Figure 4.4 will be well resolved on a routine basis. The
spectra in Figure 4.5 are derived from an active region model by Moket al.
(2004). The model parameters ofB, ne, andT were used to calculate radio
emission maps at 100 frequencies, and the figure shows the resulting spectra at
two points in the active region, in both right and left circular polarization, after
folding through the expected FASR instrumental response. Such spectra will
be available at every resolution element in the maps. This demonstrates that
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Figure 4.4. “Universal Spectra” for gyroresonance emission. See text for details.

parameters of electron temperature and magnetic field strength can be simply
determined directly from such spectra. Thus, FASR will provide precise diag-
nostics without the need for assumptions of constantTe, ne, or sin θ along the
line of sight.

In the more general case, the optically thick spectral shape will be a sensitive
measure of the variations ofTe as a function ofB, while the spectral shapes of
optically thin “plateaus” will indicate changes inne andθ with B. In practice,
the dependence onθ is rather steep and will likely swamp the linear dependence
on ne. Time variations in the shape of these plateaus will provide a sensitive
measure of large-scale oscillations in the direction of the magnetic field, as has
already been shown with single- and dual-frquency observations (Shibasaki
2001; Nindoset al.2002). The conversion of variations ofTe as a function of
B to Te as a function of absolute distance along the line of sight, of course,
requires a knowledge of the dependence ofB along the line of sight, which is an
unsolved problem. Careful analysis based on photospheric field extrapolations,
indications from observations at other wavelengths, and physical relationships
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Figure 4.5. The right-hand circular polarization (RCP, solid curve) and left-hand circular po-
larization (LCP, dashed curve) radio emission spectra at two lines of sight in a model active
region, as calculated at 100 frequencies from 1–24 GHz, after folding through the instrumen-
tal response. The electron temperature of the corona can be read directly from the spectra at
low frequencies, where the emission is optically thick. The frequency at which abrupt drops
in brightness occur are identified with different harmonics of the gyrofrequency (vertical lines),
allowing the magnetic field strength to be unambiguously determined.

such as pressure balance and continuity offer the prospect that a full 3-D model
of the solar active region atmosphere could be obtained. This lofty goal has
not been accomplished to date, but efforts are underway (e.g. Moket al.2001;
2004).

6. Gyrosynchrotron Diagnostics

The main emission mechanism during solar flares, at least at frequencies> 3
GHz, is gyrosynchrotron emission from mildly-relativistic electrons of order
several hundred keV. For such energies, the theoretical expressions must be
solved numerically. The spectral shapes expected from thermal and powerlaw
nonthermal isotropic electron distributions were given by Dulk (1985), along
with empirical powerlaw expressions for emissivity, opacity, effective temper-
ature, degree of polarization, and others, obtained from fits to the numerical



82 SOLAR AND SPACE WEATHER RADIOPHYSICS

results. For powerlaw electron distributions, the spectral shapes remain invari-
ant with such parameters as number density of fast electrons, magnetic field
strength and direction, but the slopes of the spectrum do vary with electron
powerlaw indexδ. The concept of Universal Spectra can still be used for ho-
mogeneous sources in this case, so long as the variation in spectral slope with
δ is specified.

Figure 4.6 shows the resulting Universal Spectra, again for homogeneous
sources, for both thermal and powerlaw nonthermal distributions (left and right
panels respectively). The arrows indicate the direction and magnitude of shift
for increases in the labeled parameter by a factor of 4. The positive slope on
the optically thick (low frequency) side of the brightness temperature spectrum
is due to the rising effective energy,E, of the electrons producing the emission,
Tb = E/kB. Changes in the column density,NeL shift the spectra nearly
parallel to this rising slope. The optically thin (high frequency) slope is directly
proportional to the powerlaw index of the electron energy distribution. The
spectra in each panel shown by the dashed lines schematically indicate the
o-mode emission, to show the typical spectral pattern of circular polarization
expected from a homogeneous source.

However, several effects can alter these simple relationships, even for a ho-
mogeneous source. On the optically thick side, the ambient medium can affect
the shape either because of extra absorption by co-spatial thermal plasma (e.g.
Benka & Holman (1992), or by suppression of the emission due to Razin Sup-
pression (at frequenciesν < 20ne/B). On the optically thin side, recent work
by Fleishman & Melnikov (2003ab) shows that non-isotropic pitch angle dis-
tributions for the electrons can significantly alter the high-frequency slope, and
greatly change the polarization. Observationally, flaring loops have been im-
aged typically at two frequencies (e.g. Dulket al. 1986; Nindoset al. 2000;
Melnikov et al. 2002), although some events have been imaged at many fre-
quencies (e.g. Limet al.1994; Wanget al.1994; 1995; 1996) with moderate
spatial resolution. Observations of the spectral and spatial dynamics of flaring
loops (Leeet al.2000; Lee & Gary 2001; Melnikovet al.2002) are particularly
useful as diagnostics of the evolution of accelerated electrons (see Chapter 9).

FASR will give spatially resolved spectra with sufficient quality and spatial
resolution to measure the detailed changes in the spectrum at different points
along flaring loops. The peak frequency of such spectra alone is enough to con-
strain the relative magnetic field strength along the loop, as shown in Figure 4.7.
The optically thin slope directly yields the energy distribution of electrons, and
possible changes with position in the loop due to transport effects, collisions,
and wave-particle interactions.
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Figure 4.6. “Universal Spectra” for gyrosynchrotron emission, for a homogeneous source with
thermal (left panel) or powerlaw (right panel) electron energy distributions. The solid lines show
the x-mode spectra, while the dashed lines schematically show theo-mode spectra. Thermal
spectra are distinguished by their flat optically thick slope, and very steep optically thin slope.

7. Exotic Mechanisms

In addition to these standard mechanisms, others have been proposed to ex-
plain certain kinds of observed emission. Here we briefly mention the Electron
Cyclotron Maser (ECM) mechanism and Transition Radiation.

ECM (Holmanet al. 1980; Melrose & Dulk 1982) is expected to operate
in convergent magnetic fields in the legs of loops, where downward moving
electrons escape the magnetic trap. The remaining particles form an anisotropic
pitch angle distribution, which is unstable to ECM emission. The coherent
emission occurs in clusters of short duration (∼ 10 ms), narrowband (∼ 10
MHz), high brightness (∼ 1012 K) bursts called spike bursts. Too little is
known about the spatial and spectral characteristics of ECM emission to develop
spectral diagnostics (in fact, there is uncertainty whether spike bursts are due
to ECM or other wave instabilities—see Chapter 10), and it may be that any
such diagnostics would relate only to the detailed microphysics in the source
region. Accounting for the generation and escape of the radiation may yield
constraints on the surrounding plasma, however.
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Figure 4.7. Gyrosynchrotron emission from a model coronal magnetic loop. The panel at left
shows how the appearance of the loop changes from low optically thick frequencies (4.2 GHz)
where the loop dominates to high optically thin frequencies (18.7 GHz) where the footpoints
dominate. The thin solid line inicates the spine of the loop in each case. In the middle panel
are plotted local radio spectra at three different locations within the loop: at a footpoint (solid
line), at the top of the loop (dashed line), and at a location half-way up the leg of the loop (dotted
line). In the right panel we plot the frequency of the peak of the radio spectrum versus the local
magnetic field, showing that there is a nearly linear dependence of the spectral peak on the local
magnetic field and thus spatially-resolved spectroscopy can be used to measure the variation of
magnetic field along the loop. Figure by S. White, private communication.

Transition Radiation (TR) arises not due to the usual electron accelerations,
but rather due to electrons moving with constant velocity through a medium
with inhomogeneities or discontinuities in the dielectric constant of the medium.
Although the TR theory is quite old, a full understanding of the observational
characteristics had to await more recent developments in the theory (Platonov
& Fleishman 1994; Platonov & Fleishman 2002). The intensity of transition
radiation had been predicted to be very small and perhaps unobservable, until
Platonov & Fleishman (1994) discovered that the intensity is greatly enhanced
at frequencies just above the local plasma frequency. The radiation in this form
is referred to as resonant transition radiation (RTR), since the plasma response
to the external excitation is strengthened around the resonant frequency of the
medium (Platonov & Fleishman 1994; Platonov & Fleishman 2002). The RTR
emission is observable for any source when a sufficient level of small-scale
inhomogeneity is present, and the emission is observed at frequencies covering
the characteristic plasma frequency of the source. These conditions are met
in the decimetric frequency range in the solar corona. Thus, fast electrons
accelerated in solar flares can be expected to produce observable RTR in certain
conditions. The problem is to recognize it in the presence of simultaneously
occurring competing mechanisms, such as gyrosynchrotron emission, electron-
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cyclotron emission, or coherent plasma emission. The theory of transition
radiation generated by fast particles is discussed in detail in a recent review
paper by Platonov & Fleishman (2002).

8. Conclusion

This chapter has reviewed mechanisms relevant to solar radio emission with
emphasis on the resulting spatially-resolved spectra. The regimes of applicabil-
ity of these different mechanisms are explained in terms of the relative values of
the local plasma frequency, gyrofrequency and the frequency at which free-free
emission becomes optically thick. In the case of incoherent emission (free-free,
gyroresonance, thermal and nonthermal gyrosynchrotron), so-called “Universal
Spectra” show thatfor uniform source parameters along a line of sight, the spec-
tral shapes are invariant, with spectral parameters readily related to the electron
and magnetic field parameters. Changes in these physical parameters from point
to point in the solar atmosphere merely act to shift the location of the Universal
Spectra while maintaining their shape. For non-uniform parameters along the
line of sight, the shapes can change due to superposition of contributions of the
invariant spectra for a given mechanism, or even contributions from multiple
mechanisms. However, we also outline basic approaches whereby such con-
tributions can be inverted, given the high quality spectra expected from FASR,
so that 3-dimensional solar radio diagnostics can be anticipated. A key reason
that this can be done for radio emission, in contrast to the case of X-ray or EUV
emission, is that the radio emission is optically thick at some frequencies and
optically thin at others. Thus, the “line of sight” is really many lines of sight
of different lengths at different frequencies, giving extra information about the
distribution of plasma parameters along the line of sight. As we mentioned
earlier, additional information can be gleaned from measuring spectra in both
circular polarizations, which essentially give two independent, but mutually
consistent diagnostics of plasma parameters along the line of sight.

The “Universal Spectra” approach that we have outlined is thus meant to
be schematic only, to demonstrate the basics of using the radio spectrum to
deduce both parameters of the solar atmosphere and characteristics of energetic
particles in flaring regions. The high spatial and spectral resolution FASR data
will permit far more sophisticated analysis, yielding a diagnostic precision far
greater than any so far available. In fact, the anticipation of FASR observations
is already spurring theoretical and modeling efforts to explore the range of
new diagnostics that FASR will make possible, some of which are described
in this book. Even more exciting, the FASR data will undoubtedly show many
puzzling features that will not agree with our naive models, and so will lead to
new understanding of the solar atmosphere and flaring loops.
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Chapter 5

CORONAL MAGNETIC FIELD MEASUREMENTS
THROUGH GYRORESONANCE EMISSION

Stephen M. White
Department of Astronomy, University of Maryland

College Park MD 20742 USA

white@astro.umd.edu

Abstract This article reviews the use of gyroresonance emission at radio wavelengths to
measure coronal magnetic fields. The spiralling motion of electrons in the 200–
2000 G fields in the solar corona produces sufficient opacity to render the corona
optically thick, making it easy to recognize such sources in microwave images
from their coronal brightness temperatures. Where gyroresonance sources are
present they may be used as sensitive probes of the magnetic field strength above
active regions, and this unique capability is one of the strengths of radio obser-
vations. Typically a gyroresonance radio source shows the temperature on an
optically thick surface of constant magnetic field within the corona. Since each
radio frequency corresponds to a different magnetic field strength, the coronal
structure can be “peeled away” by using different frequencies.

Keywords: Sun, solar corona, solar magnetic fields, solar radio emission

Introduction

Since the realization in the early 1960s (Ginzburg & Zheleznyakov 1961;
Kakinuma & Swarup 1962; Zheleznyakov 1962) that the strong radio emission
observed from solar active regions was associated with gyroresonance opac-
ity, radio observations have provided a direct measurement of magnetic field
strengths in the solar corona. It is a happy coincidence that the low harmonics of
the range of magnetic field strengths found in the corona (up to 2500 G) corre-
spond to the range of microwave frequencies (1–20 GHz) for which atmospheric
transmission is not an issue and high spatial resolution radio observations are

89
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readily feasible. In this review we discuss the ideas behind the use of radio
observations to determine the magnetic field strength in the corona.

Both of the mechanisms responsible for opacity in the active region corona
at radio wavelengths, gyroresonance emission and bremsstrahlung (free elec-
trons deflected by ions and remaining unbound, hence also known as free-free
emission), are sensitive to the magnetic field. Bremsstrahlung emission in a
magnetic field is polarized because the magnetic field breaks the degeneracy
in properties of the two natural wave modes, so that information on the field
is contained only in the polarized signal. In gyroresonance emission the effect
is much more direct: it is the acceleration of electrons by thev ×B magnetic
force itself which produces the opacity, so that each polarization by itself in-
dependently contains information on the magnetic field. Thus bremsstrahlung
and gyroresonance emission provide quite different diagnostics. At frequen-
cies below∼ 3 GHz bremsstrahlung tends to dominate active region emission,
making the corona optically thick at heights above the gyroresonance layers.
At these low frequencies bremsstrahlung is usually the only emission available
for coronal magnetic field diagnostics, and the application of bremsstrahlung
for these purposes is discussed in Chapter 6, by Gelfreikh. Chapter 13, by Bro-
sius, describes techniques by which both bremsstrahlung and gyroresonance
diagnostics can be combined in investigating coronal magnetic fields. Another
relevant effect is the change in polarization induced by propagation through the
magnetized plasma of the solar atmosphere, discussed in Chapter 7, by Ryabov.

In the next section we briefly contrast the problems of measuring photo-
spheric and coronal magnetic fields, then discuss the basic properties of ther-
mal gyroresonance emission (also known as cyclotron emission), and show
how these properties determine the radio appearance of solar active regions.
We also discuss some of the limitations of radio observations. Many people
have contributed over the years to our understanding of gyroresonance emission
from the corona, and we will not attempt to ascribe credit for each specific de-
velopment. Previous papers covering similar topics include Zlotnik (1968a, b),
Zheleznyakov (1970), Lantos (1972), Gelfreikh & Lubyshev (1979), Alissan-
drakis, Kundu & Lantos (1980), Krüger, Hildenbrandt & F̈urstenberg (1985),
Hurford (1986), Brosius & Holman (1989), Lee, Hurford & Gary (1993), Vourl-
idas (1996), and White & Kundu (1997).

1. Coronal Magnetic Fields are Intrinsically 3D

An important aspect of coronal magnetic fields that needs to be appreciated is
that they are intrinsically three dimensional, and this makes their measurement
a fundamentally different problem from that of measuring magnetic fields at
the solar photosphere. The solar photosphere is a well-defined two-dimensional
surface at which the solar atmosphere becomes optically thin to photons at op-
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tical wavelengths. To quite a good approximation, the photosphere is spherical:
the largest deviations from a sphere occur in the Wilson depressions in the um-
brae of large sunspots, which may be several hundred km below the normal
radius of the photosphere (e.g., Bray & Loughhead 1964). Thus observations
of the Zeeman effect in optical lines can be safely assumed to come from a sharp
two-dimensional surface, and the magnetic field strengths measured from such
data come from a known height (although often radiative transfer in the lower
atmosphere must be taken into account in order to untangle complicated Zee-
man profiles). Even in the case of chromospheric and transition region lines, the
thickness of the emitting layer is small compared to the transverse dimension
of a typical resolution element.

This is far from true in the case of the corona, where densities of 109 cm−3

can be found at heights of 105 km. One would like to be able to measure the
magnetic field strength at all heights along a given line of sight, at least to within
the horizontal resolution of the data: a set of coronal magnetic field strength
measurements should be three dimensional. It is difficult to see how this can be
achieved with optically thin line diagnostics alone, because most of the optical,
IR and EUV lines are proportional to the square of the plasma number density
and thus are heavily weighted to the brightest emission feature along any given
line of sight: this feature will dominate the Zeeman signal in a given pixel and
no information on the field strength at other heights an be retrieved. In this
case even stereo observations offer little improvement, since each pixel in both
images will be dominated by the brightest feature along that line of sight and
effectively one can at best double the number of points in the volume at which
B is measured. If we take the notion of the dynamic corona seriously then
tomography also offers little help in this regard: it is precisely the fields that
change most rapidly that are often most interesting scientifically, but these are
the fields for which tomography does not work since it assumes constant fields.

One of the attractions of gyroresonance emission for the measurement of
coronal magnetic fields is that it is not optically thin: different magnetic field
strengths are optically thick at different frequencies and thus by tuning the
frequency we can peel away the corona in a truly three-dimensional nature.
The vertical scale height is not easily retrieved form the radio data as we will
see, but vertical information is present.

2. Extrapolations of Surface Magnetic Fields

In principal, one can determine the coronal magnetic field distribution from
the photospheric magnetic field distribution under certain assumptions. Given
a complete measurement of the vector magnetic fieldB at a surface, one can
solve a boundary value problem for the distribution ofB throughout the volume
above the boundary using the nonlinear equations(∇ × B) × B = 0 and
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∇ · B = 0. Here the assumption that the coronal field is force-free has been
made, i.e., these equations are valid for a quasi-static corona in which anyJ×B
forces perpendicular to magnetic field lines have been allowed to act and the
corona has relaxed to a force-free state. In particular, any currents present in
the corona must flow along field lines. The evolutionary timescales for the
solar magnetic field outside flares and other explosive phenomena involving
reconnection in the corona are slow enough that this assumption should be
valid most of the time. The system of equations plus a boundary measurement
set constitutes a mixed elliptic-hyperbolic boundary value problem which has
proven remarkably difficult to solve (Gary 1989; McClymont & Mikić 1994;
Amari et al.1999). One can write generally∇×B = α(r)B and solve for the
scalarα(r), which is constant along field lines sinceB · ∇α(r) = 0. Common
approximations are the potential approximation (∇×B = 0,B = ∇φ, whereφ
is a scalar potential), only valid if no currents are present, and the “linear force-
free solution” (α is a constant everywhere). Unfortunately the observations
indicate thatα is not a constant in a given coronal region.

Numerical methods for solving the full nonlinear force-free equations have
been developed. To ensure a well-posed problem, one needs a measurement of
the vertical component of the magnetic field everywhere and the value ofα(r)
at the boundary for one polarity. Relaxation techniques have had considerable
success at producing an accurate solution to the equations, as judged by compar-
isons with observed magnetic field lines (Jiao, McClymont, & Mikić 1997) and
measured coronal magnetic field strengths (Leeet al.1998), but there are some
limitations: the direction of the transverse component of the magnetic field in
the corona cannot be determined unambiguously (to within 180◦) (e.g., Semel
& Skumanich 1998); errors in measurements of the photospheric magnetic field
affect the reconstruction of the coronal field (Klimchuk & Canfield 1994); and
the photospheric values ofα may not be appropriate in the corona since the
photosphere is not force-free (Metcalfet al.1995). In the future measurements
of the chromospheric magnetic field may avoid this latter difficulty.

3. The Properties of Gyroresonance Emission

3.1 Physical mechanism

A collisionless plasma such as the solar corona (where a typical collision
frequency, e.g., for densityne = 1010 cm−3 and temperatureT = 2 × 106 K,
is 200 Hz) may be characterized by two frequencies corresponding to electron
resonances: the frequency of oscillation of electrons in the electric field of the
ions, known as the plasma frequency,νp = 8980

√
ne Hz; and the gyro fre-

quency, which is the frequency of rotation of an electron about the magnetic
field due to thev×B Lorentz force,νB = 2.80× 106 B Hz, whereB is mea-
sured in G. For typical conditions in gyroresonant sources above active regions
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(ne = 1010 cm−3 andB >∼ 300 G), νB > νp. In such a plasma the propa-
gating electromagnetic modes corresponding to the free-space radiation modes
are circularly polarized under most conditions. One of the modes, known as
the extraordinaryor x mode, gyrates about the magnetic field with the same
sense of rotation as an electron, and therefore resonates strongly with the ther-
mal electron population; the other mode, known as theordinary or o mode,
gyrates about the magnetic field direction with the sense opposite to that of
the electron, and correspondingly interacts much less strongly. Since a radio
telescope can generally detect both modes independently, as opposite circular
polarizations, this difference in the strength of interaction of the two modes
provides a powerful diagnostic.

The frequency width of a given cyclotron resonance∝ µ−1/2sνB, where
µ = mec

2/kBT . Sinceµ ≈ 3000 in the corona, the cyclotron resonances
are very narrow and, for a given value ofνB, opacity is only significant at
frequencies very close to discrete harmonicssνB, s = 1,2,3,. . . (at much higher
temperatures the individual resonances have significant width and may overlap).
Equivalently, if we are observing an inhomogeneous corona at a frequencyν,
gyroresonance opacity is only significant at those discrete points along the line
of sight at whichνB = ν/s, s = 1,2,3,. . . The thermal width of the cyclotron
resonance at coronal temperatures is such thatB varies by less than 2% across a
resonant layer, corresponding to a physical width of less than 200 km for typical
coronal magnetic gradients (scale length∼ 104 km). The narrow physical
thickness of the gyroresonant layers is an important feature of this mechanism:
since they are much smaller than relevant gradients inne, B andT (except
possibly in the vicinity of current sheets), these physical properties may be
regarded as constant across any given gyroresonant layer.

3.2 Opacity

The formal expression for gyroresonance opacity is discussed in many places
(Zheleznyakov 1970; Melrose 1980; Robinson & Melrose 1984) and will not
be derived here. Instead we will simply quote the expression for the optical
depthτ of a gyroresonance layer (the absorption coefficient integrated through
the layer) as a function of the frequencyν, the harmonic numbers (which
determinesνB = ν/s and henceB in the layer), and the angleθ between the
magnetic field direction and the line of sight:

τx,o(s, ν, θ) = .0133
ne LB(θ)

ν

s2

s!

(
s2 sin2 θ

2µ

)s−1

Fx,o(θ) (5.1)

whereLB(θ) is the scale length of the magnetic field (B/∂B
∂l ) evaluated along

the line of sight. For simplicity we have set the refractive index to be unity
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in (5.1). Fx,o(θ) is a function of angle which is of order unity for thex mode
nearθ = 90◦, but decreases sharply at smallerθ, and is smaller in theo mode
than in thex mode. At anglesθ away from 90◦ it is often approximated by

Fx,o(θ) ≈
(
1 − σ cos θ

)2
(5.2)

with σ = −1 for the x mode andσ = 1 for the o mode. However, this
approximation is really only appropriate when the two natural electromagnetic
modes are perfectly circularly polarized, and at the low harmonics (s = 1,2,3,4)
relevant to the corona this is rarely a good assumption. Zlotnik (1968a) presents
accurate expressions forFx,o(θ) which correctly handle the mode polarization
properties. (Note that Zlotnik’s formulae are presented in the limit that the
refractive index is unity, and require a small correction whenνp ∼ νB.)

In Figure 5.1 we present exact calculations ofτ , the optical depth of a gy-
roresonant layer, for typical coronal conditions (T = 3 × 106 K, LB = 109 cm)
and a fixed frequency of 5 GHz at the appropriate harmonicss = 2, 3 and 4.
Both thex (solid lines) ando (dashed lines) modes are shown. For comparison,
we also plot the approximation represented by (5.2) (dotted lines).

A number of features should be noted in this figure:

• For typical coronal conditions, thex mode is optically thick (τ ≥ 1)
in thes = 2 and 3 layers over a broad range of anglesθ. Theo mode is
optically thick over most of thes = 2 layer, and may be at least marginally
optically thick over a small portion of thes = 3 layer if θ is large. Har-
monics greater thans = 4 do not have any significant optical depth in the
quiet solar corona.

• At each harmonic and angle theo mode opacity is always at least an order
of magnitude smaller than thex mode opacity, despite the fact that (5.2)
predicts that they should be nearly equal for a range ofθ around 90◦. The
approximation (5.2) is adequate for thex mode at smallθ, but is poor
for theo mode at allθ, being easily a factor of 2 or more in error even at
small angles.

• The opacity drops sharply towards smallθ in both modes. At angles very
close to 90◦, theo mode opacity dips sharply since it must be a factor of
µ smaller than thex mode opacity exactly atθ = 90◦ (e.g., Bornaticiet al.
1983, Robinson 1991). By (5.1), the opacity is zero atθ = 0◦ for s > 1.
Thesin2s−2 θ-dependence of (5.1) causes the fall-off towards smallθ to
be much more rapid ass increases.

• For each increase ofs by 1, the opacity in a given mode at a given angle
drops by slightly more than 2 orders of magnitude. This is largely due
to theµ−s dependence of (5.1). The importance of this large change in
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Figure 5.1. The (integrated) optical depth of thes = 2, 3, 4 gyroresonance layers at 5 GHz
(left, middle and right panels, respectively) as a function of the angleθ between the line of sight
and the magnetic field direction. The temperature in the source is3 × 106 K, and the magnetic
scale heightLB is 109 cm. In each panel the solid line is the optical depth of the layer in thex
mode, and the dashed line is the optical depth in theo mode. The dotted lines show the optical
depth obtained using the circularly-polarized mode approximation (5.2). The density used for
this calculation was decreased ass increases to simulate the decrease ofne with height: the
values are shown in each panel.

opacity from one layer to the next is that a given harmonic layer is likely
to be either optically thick over a wide range of anglesθ, or else optically
thin everywhere.

An important point to be emphasized is that gyroresonance observations
are sensitive to the absolute magnetic field strengthB, whereas conventional
(Babcock or Leighton style) optical magnetographs measure only the line-of-
sight component of the magnetic field,B cos θ, and thus are of limited value
for regions near the solar limb. Further, in many cases magnetographs measure
magnetic flux averaged over a resolution element (a pixel or a seeing cell) and
are thus affected by the filling factor of the magnetic field within the resolution
element; radio observations are not affected by this filling factor.
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4. Gyroresonance Radio Emission from Active Regions

4.1 Radio emission from a dipole magnetic field

Here we will use a dipole magnetic field (vertically-oriented and seen look-
ing directly onto one pole, often used as a model for isolated sunspots) to
illustrate the ways in which the properties of gyroresonance emission affect
the appearance of solar active regions at microwave frequencies. Figure 5.2
shows the expected appearance of a a perfectly dipolar field (of peak surface
field strength 2500 G) at a frequency of 5 GHz. The upper panel shows the
four lowest gyroresonant layers (s = 1, 2, 3, 4, corresponding toB = 1785, 892,
595 and 446 G, respectively), with the line-type indicating whether the layer is
optically thick in a given mode. A solid line in the upper panel indicates that the
layer is optically thick at bothx ando modes; a dashed line indicates that only
thex mode is optically thick; and a thin dotted line represents a region of the
layer optically thin in both modes. The thin solid lines are magnetic field lines.
In the bottom panel we plot the brightness temperature (Chapter 13, by Bro-
sius, summarizes radiative transfer terminology) seen by an observer looking
straight down on the dipole. In this panel the solid line represents thex mode
brightness temperature, which the observer will see as one circular polarization
(right circular polarization if the spot is of positive magnetic polarity), while the
dashed line represents theo mode (seen by the observer as the opposite circular
polarization).

A height of zero in the atmospheric model used for this calculation corre-
sponds to the base of the corona. The density is 1010 cm−3 at the base and
decreases exponentially with a scale height of 5000 km. The temperature is
6000 K below the corona and 1.0× 106 K at the base, increasing to 3.0× 106 K
at a height of about 15000 km. The morphology of the radio emission can easily
be understood by referring to the gyroresonance (GR) layers and the details of
the temperature model, and recalling that along any given line of sight we only
see down to the highest optically thick layer:

• Neither mode is optically thick in thes = 4 layer, but at the outer edges
of this layer there is enough opacity in thex mode to produce a brightness
temperature of order 105 K, which provides the outer boundary of the
radio source.

• On thes = 3 layer, theo mode is only (marginally) optically thick at the
low-lying outer edge of the layer whereθ is largest, but the temperature is
relatively low there because of the low altitude. Thex mode is optically
thick in thes = 3 layer to within∼ 5000 km from the center of the
umbra, and the peak brightness temperature in thex mode occurs close
to the inner edge of this optically-thick region since the height of the
layer, and therefore the temperature, is maximum there.
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Figure 5.2. Plots of the gyroresonance layers of a dipole sunspot model (upper panel) and the
predicted brightness temperatures resulting from an observation of such a spot (lower panel),
viewed nearly vertically (actually 1◦ off vertical). In the upper panel the thin solid lines are
magnetic lines of force and the dotted lines are thes = 1, 2, 3, 4 gyroresonance layers, with
s = 4 the highest ands = 1 the lowest layer. Where the gyroresonance layers are optically
thick (i.e.,τ ≥ 1) in theo mode, they have been overplotted with a thick solid line. Except in
thes = 1 layer where thex mode does not propagate, a layer which is optically-thick in the
o mode is also thick in thex mode. If a gyroresonance layer is optically thick in thex mode
but not in theo mode, it is overplotted with a thick dashed line. In the lower panel, thex-mode
brightness temperature is shown by a solid line and theo mode brightness temperature by a
dashed line. The frequency is 5.0 GHz, the dipole is buried at a depth of 1.2× 109 cm, and the
maximum field strength at the surface is 2500 G. In the model temperature increases with radial
height from 1.0× 106 K at the base of the corona (zero height in this case) to 3.0× 106 K at
about 15000 km.

• At smaller radii where thes = 3 layer is optically thin, the main con-
tribution to thex mode comes from thes = 2 layer which is lower and
therefore at a lower temperature: this shows up as a drop in brightness
temperature at small radii.

• In the very center of thes = 2 layer where the line-of-sight is along
the field line, thex mode is optically thin and there is a narrow low-
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temperature feature. However, it is only a fraction of an arcsecond across
and would be difficult to observe.

• In theo mode the central depression in brightness temperature due to the
transparency of thes = 2 layer at smallθ is much broader, and at the
center of the spot even thes = 1 layer is optically thin in theo mode,
but still has sufficient opacity to maintain the brightness temperature at
3.0× 105 K.

• The sharp features in theo mode profile at radii of order 104 km are due
to the gap between the radius at which the optically thicks = 2 layer
drops beneath the corona and the radius at whichθ increases sufficiently
for thes = 3 layer to become (in this case only marginally) optically
thick.

4.2 The effect of viewing angle

Since the angleθ is so important in determining the opacity of a GR layer,
changing the viewing angle can have a dramatic effect on the appearance of the
radio source and this is shown in Figure 5.3, where we view the same dipolar
coronal field at an angle 20◦ to the vertical. The format of the figure is identical
to that of Fig. 5.2 except that the dipole and the surface have been tilted to
show them as the observer would see them. On the far side of the spot from
the observer (the left side of this figure) the field lines at the outer edge of the
GR layers are nearly orthogonal to the line of sight and this leads to a large
opacity in both modes in thes = 3 layer there and consequently a relatively
small difference in brightness temperature between the two modes. Because
thes = 3 layer is optically thick to a greater height on the far side whereθ
is larger, peak brightness temperatures are higher there than on the near side,
where theo mode in particular shows structure due to changes in opacity and
differences in temperature between the different layers.

4.3 Variation with frequency

The change in appearance of the radio emission as frequency changes may
be seen in Figure 5.4, where we plot the radio profiles across the dipolar field
viewed from directly above in thex (upper panel) ando (lower panel) modes at
frequencies from 4 GHz (outermost curve) to 16 GHz (innermost curve) at an
interval of 1 GHz. Since higher frequencies correspond to stronger magnetic
fields, source size decreases as frequency rises. In theo mode the sharp edges
at the outer boundaries of thes = 3 ands = 2 layers are readily evident,
changing in dimension as frequency and correspondingly the appropriate value
of magnetic field strength change. In thex mode the outer edges of thes = 3
ands = 4 layers are evident at lower frequencies, while the outer edge of
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Figure 5.3. A plot in format identical to Figure 5.2, except that now the sunspot is viewed
from an angle at 20◦ to the axis of the dipole (the observer is again at the top of the page). The
brightness temperature profiles in the bottom panel are shown as the observer would see them
in projection.

thes = 2 layer becomes apparent at higher frequencies. There is a dramatic
drop in the peak brightness temperature of thex mode near the center of the
spot when thes = 2 layer drops below the corona, since thes = 3 layer is
optically thin at these small viewing angles. The general drop in brightness
temperature as frequency rises is due to the fact that at higher frequencies the
GR layers are lower in the corona and therefore, in this model, lie in regions of
lower temperature.

Spectra at four different radii and the area-weighted spectrum of the whole
spot are shown in Figure 5.5. Each individual localx mode spectrum is fairly
smooth at low frequencies where we simply see the third-harmonic GR layer
move down the temperature gradient asν and thereforeB increases. The local
o mode spectra show more structure due to the different harmonic resonance
layers along each line of sight, while the averaged spectrum shows essentially
no structure. In all cases for this model thex mode is brighter than theo mode
since, on average, thex mode opacity occurs higher up the temperature gradient.
In other models this need not be the case: in situations where thex mode is
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Figure 5.4. Brightness-temperature profiles across the dipole sunspot model of Figure 5.2 at
frequencies spaced by 1 GHz from 4 to 16 GHz. The upper panel shows thex mode profiles and
the lower panel theo mode. In each panel the lowest-frequency profiles are the outside profiles.

optically thick in thes = 3 layer but the highest layer in which theo mode is
optically thick iss = 2, the overall emission will be polarized in the sense of
theo mode if the temperature structure is such that the deepers = 2 layer is
hotter than thes = 3 layer. Vourlidas (1996) interprets a detection ofo mode
polarization from a sunspot in terms of a temperature structure of this type.

The structure revealed at many closely-spaced frequencies in these models
shows that appropriate observations contain a great deal of information about
both the magnetic field and temperature of the corona. The contrast between
the local spectra and the mean spectrum of the spot indicates the value of high
spatial resolution in studies of this kind.
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Figure 5.5. Spectra of the brightness temperature at 4 different locations across the spot in
Figure 5.4 (first 4 panels) and a spectrum averaged across the whole spot (last panel). The
spectra are labelled according to their distance from the center of the spot. Thex mode brightness
temperature is plotted with a solid line and theo mode brightness temperature with a dashed
line.

5. Observational Examples

We have used a dipolar magnetic field with simple temperature gradients as
examples here because they are particularly straightforward to calculate, but
the basic principles apply to all gyroresonance emission. Rarely do actual ob-
servations show the straightforward structure of our models. Isolated sunspots
viewed near the center of the disk can show the basic pattern of a symmetric
ring of emission, with low brightness temperatures over the umbra whereθ is
small. An example of profiles from such a sunspot is shown in Figure 5.6, taken
from Zlotnik et al. (1996).

This is a VLA1 observation with data at the frequencies 4.5, 5.0, 8.0, 8.4,
14.7 and 15.0 GHz. At the two highest frequencies there are no optically-thick
GR layers in the corona and brightness temperatures remain low. In general we
see that the brightness temperature decreases steadily as frequency increases,
and thex mode brightness temperature everywhere exceeds theo mode bright-
ness temperature at the same frequency. As discussed in the previous section,
this combination of properties suggests a positive gradient of temperature with
height, at least over the range of heights covered by these observations. The

1The VLA is a facility of the National Radio Astronomy Observatory, which is operated by Associated
Universities, Inc., under cooperative agreement with the National Science Foundation.
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Figure 5.6. Brightness-temperature profiles across an isolated sunspot observed near disk center
(actually 13◦ north-west of disk center) with the VLA by Zlotniket al.̃(1996). The 6 curves each
show the brightness temperature along a cut across the source at a different frequency, starting
with 4.5 GHz as the outermost curve, and 14.7 & 15.0 GHz as the two innermost curves. The
curves are labelled according to frequency in the left panel which shows thex mode; the right
panel shows the correspondingo mode profiles, which are present in the same order as in the
left panel.

central depression in thex mode is far broader than the corresponding feature
in Fig. 5.4. This can be explained if the temperature has a radial dependence,
i.e., the corona over the umbra is cooler than over the penumbra (in Fig. 5.4 the
temperature has no radial dependence). Another feature which is not consistent
with the simple models is that the radio emission is brighter on the eastern side,
closer to disk center, whereas in an atmosphere with a positive temperature gra-
dient viewed at a moderate angle (e.g., Fig. 5.3), we expect the side away from
disk center to have brighter radio emission. In these observations, the spatial
resolution, although excellent (several arcseconds), is probably inadequate to
see the sharp edges at resonance layer jumps seen in Figure 5.4.

Figure 5.7 shows another simple sunspot observed by the VLA at 8.0 GHz,
in which a resonance jump may be visible. The sunspot was located 240′′
west of disk center. Thex mode image is quite round with a relatively flat
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Figure 5.7. VLA observations of a sunspot on 2001 July 17 at 8.0 GHz. The left panel shows
contours of right circularly polarized (RCP, thex mode for this spot) emission superimposed on
a white light image, while the middle panel shows contours of left circular polarization (LCP,o
mode) on the white light image. Contours are at brightness temperatures of .05, .15, . . . , .55,
.75, .95, . . . , 1.75× 106 K, and the resolution is 2′′. Thex mode is optically thick everywhere,
while theo mode shows the classic ring structure due to the fact that the opacity is low where
the line of sight is parallel to the magnetic field direction and increases outwards from that point
as the magnetic field lines in the corona fan outwards. The right panel shows horizontal profiles
(units of 106 K) through the radio images at a vertical coordinate of 25′′for RCP (solid line)
and LCP (dashed line), showing the presence of a number of sharp edges. For comparison, the
locations of thes = 2, 3 and 4 harmonics along the same path determined from the SOHO/MDI
longitudinal magnetogram in the photosphere are marked by vertical dotted lines.

brightness temperature profile across the spot, indicating that it is optically
thick everywhere. It shows the typical sharp drop at the outer edges of the
source where the gyroresonance layers drop out of the corona. As in Fig. 5.6,
the x mode is everywhere brighter than theo mode, and thex mode source
is much larger than theo mode source. Theo mode image shows a nice ring
structure that is markedly asymmetric, with the brightest emission on the west
side of the spot. This behaviour is in perfect agreement with the earlier models:
in the o mode opacity is lower than in thex mode, and it is only substantial
on the far side of the spot where, by geometry, the angle betweenB and the
line of sight is larger because the field lines coming out of the spot fan out
as they go upwards. Another interesting feature of theo mode image is that
in addition to the brightest rim of emission to the west of the umbra, there is
another fainter rim of emission further west which we can attribute to the next
higher harmonic, which is much fainter because it has much less opacity than
the lower harmonic.

The examples used here are of simple sunspots since they most closely re-
semble our model calculation and therefore most straightforwardly illustrate the
concepts discussed earlier. Most simple sunspots show considerable structure
in the radio emission that does not fit the symmetric patterns of model dipoles,
most active regions of interest are far more complicated, and the previous pub-
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lished radio images of active regions (too numerous to refer to here: see White
et al. 1992 for a list of studies published prior to 1992) show the full range
of complexity. However, we emphasize that there is no difference in principle
between the simple dipole model and a real active region: in the latter, as in the
former, it is the interplay between the the structure of the GR layers (particularly
the variation ofθ over the layers) and the temperature and density structure of
the corona that determines the appearance of an active region at microwave
frequencies. Much of the diagnostic potential of gyroresonance emission lies
in the fact that at a given frequency it reveals specific well-defined layers, and
this is equally true of simple dipolar sunspots and real active regions with more
convoluted GR layers.

6. Applications of Gyroresonance Emission

6.1 Coronal magnetic field measurement

One of the simplest uses of radio observations is the determination of mag-
netic field strengths at the base of the corona (e.g., Hurford 1986). The absolute
value of the coronal magnetic field strength is important for understanding the
energetics of the corona, and the availability of free energy stored in coronal
magnetic fields which may be used in flares and coronal heating. Figs. 5.2–5.5
demonstrate that where the optically-thick GR layer corresponding to a given
frequency and mode drops below the corona, the radio brightness temperature at
that frequency and corresponding polarization shows a sharp drop from coronal
to approximately chromospheric values. (Note that the transition region is not
expected to be detected via gyroresonance emission if its thickness is less than
1′′ as energy balance models predict, because its signature would be confined to
the line at the intersection of the< 1′′-thick surface of the transition region with
the typically< 0.′′2-thick GR surface, and the thickness of this line is likely to be
so narrow as to be undetectable.) Observationally it is a simple matter to detect
such a signature. Thus the locations of the outer edges of the radio sources at
differing frequencies contain information on the magnetic field strength at the
base of the corona. With data such as those shown in Figs. 5.4–5.5, several
harmonics can be identified unambiguously in each mode and therefore the ap-
propriate values ofs can be identified, which is essential to determine absolute
values ofB. In this way, it is straightforward to map the distribution ofB
over the base of the corona wherever the radio emission is dominated by bright
gyroresonance emission. This technique has been convincingly demonstrated
with the Owens Valley Solar Array (Gary & Hurford 1994).

When only a few frequencies are available, as in VLA observations such
as Figure 5.8, it is possible to map the extent of the region in the corona in
which the magnetic field exceeds the values which correspond to the frequencies
observed. High-frequency observations allow us to estimate the maximum
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Figure 5.8. Contours of magnetic field strength at the base of the corona plotted on white light
(left), magnetogram (middle) and TRACE 195Å Fe XII (right) images of a sunspot observed
on 1999 May 13. The coronal contours are plotted at 500, 900 and 1700 G, corresponding to
the radio images at 4.5, 8.0 and 15.0 GHz used to construct the coronal magnetogram. Note
the displacement of the 1700 G coronal magnetic field strength from the strongest photospheric
fields, due in part to projection effects resulting from the height of the radio-emitting layer. Axes
are labelled in arcseconds from apparent disk center.

magnetic field strength in the corona. This can be obtained from the maximum
frequencyνm GHz at which coronal brightness temperatures are observed,
using the assumption that this will take place in thex mode in thes = 3
layer at the base of the corona where the field strength is maximum. (One
feature illustrated by Figure 5.1 is that only in extreme conditions is thes = 4
layer optically thick, and therefores = 3 is generally appropriate for this
purpose.) On this assumption, the maximum field strength is120 νm G. For
example, if as in Whiteet al. (1991) there are coronal brightness temperatures
at 15 GHz, the coronal magnetic field must reach at least 1800 G. When the
17 GHz Nobeyama radioheliograph measures coronal brightness temperatures
from an active region, the coronal magnetic field must exceed 2000 G (Shibasaki
et al. 1994). When many closely-spaced frequencies have been observed, as
is possible with the Owens Valley Solar Array and RATAN-600, fairly tight
limits can be placed on the maximum magnetic field strength (Akhmedovet al.
1982; Leeet al.1993; Gary & Hurford 1994).

A common argument applied to coronal magnetic field strengths is as follows:
magnetic flux in the (high-β) solar photosphere tends to be concentrated in small
regions of intense (kG) field strength. As this flux rises into the low-β solar
corona it will expand laterally, thus diminishing the strength of the field. This
argument is the basis for the wide-spread belief that coronal magnetic fields
are much weaker than the fields measured in the photosphere. The argument
appears to be valid for the quiet-Sun fields concentrated in small flux tubes
in the cell network: if these fields reached the solar corona with strengths of
order of hundreds of G or more, we would see clear signatures in radio images
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of the Sun in the form of features over the network at coronal temperatures.
Such signatures are not seen (e.g., Garyet al. 1990). However, present upper
limits for magnetic field strengths in the corona above quiet-Sun regions are
well above the field strengths expected from the flux expansion argument.

On the other hand, the argument does not apply to active regions fields. Field
strengths of 2000 G or more can be found in the corona, particularly over large
sunspots (Shibasakiet al. 1994): in active regions there is so much flux that
there is little field-free volume to expand into, and so field strength declines
much less rapidly with height than simple models tend to predict (Akhmedovet
al. 1982). The example in Fig. 5.8 shows a coronal magnetogram deduced from
VLA data and therefore suffering from poor resolution inB. In this particular
sunspot the maximum line-of-sight field in the photosphere is not much more
than 2000 G, yet coronal fields of 1800 G are found to be present in the VLA
observations. The recent coronal line measurements above active regions at the
limb agree with this conclusion (Linet al.2000), as does the fact that loop width
measurements find that coronal loops tend to have constant widths, rather than
showing expansion at greater heights (McClymont & Mikić 1994, Klimchuk
2000).

6.2 Simulations of FASR magnetic field measurements

The crude coronal magnetogram shown in Figure 5.8, with just 3 contours
from 600 to 1800 G, is the best we can do with VLA data due to the lim-
ited number of discrete frequencies available for observations. The Frequency
Agile Solar Radiotelescope (FASR) will make images of solar active regions
at high spatial resolution at many different frequencies simultaneously, in or-
der to be able to measure coronal magnetic fields continuously over a broad
range of field strengths. Gary, Lee, Giordano & Mok (2004, in preparation)
have demonstrated how to convert such observations into measurements of the
coronal field strength at the base of the corona by resolving the ambiguities of
harmonic number. As described above, sharp jumps in the brightness temper-
ature along a given line of sight are expected if where a harmonic layer drops
out of the corona. Thus sharp drops in the brightness temperature spectra in-
dicate harmonic numbers. If two such sharp edges are present along a given
line of sight then the ratio of the frequencies of the two edges provides a unique
identification of the harmonics corresponding to both edges, because we can
safely assume that they are adjacent harmonics in the ratio of 2:1, 3:2 or 4:3. It
is a great advantage that we can measure spectra in both thex and theo modes
as opposite circular polarizations, because different edges may appear in either
polarization.

This approach has been tested using a physical model of an active region.
The model is a potential field model extrapolated from an actual vector magne-
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togram. The thermal structure (density and temperature as a function of posi-
tion throughout the volume) was computed self-consistently assuming a plasma
heating model in which the volumetric heating rate is directly proportional to
the local magnetic field strength (Moket al.2004). Given a three-dimensional
model, we can simply predict the radio emission that would be observed. The
radio images are folded through the FASR instrument response function, adding
a realistic noise level. Maps at 100 frequencies are produced and the spectra
analyzed on a point by point basis.

Examples of the resulting spectra are shown in Figure 5.9. In both these
cases, one sharp edge is detected in each polarization and the two edges have
a frequency ratio of 2:1, implying that they are the first and second harmonics.
Once the harmonic number and the frequency of the edge are known, the mag-
netic field at the base of the corona is uniquely determined. It is straightforward
to apply this method to two-dimensional data, as shown in Figure 5.10. The
agreement between the input model fields and the values derived from realistic
radio data is excellent.

6.3 Coronal currents

An extension of this simple measurement is the identification of coronal cur-
rents. Coronal currents occur in regions of highly sheared magnetic fields and
therefore elevate coronal field strengths above the values expected from simple
potential-field (i.e., current-free) extrapolations of surface measurements. They
will also produce a characteristic reversal of field direction with position as one
moves across the current layer. Both these features are in principle observable
in radio images. Relatively little has been done in this area due to the dif-
ficulties of obtaining well-calibrated, unsaturated photospheric magnetogram
data simultaneous with suitable radio data (i.e., at high spatial resolution and
covering the appropriate frequency range), and the problem of identifying the
height of the radio source (Alissandrakiset al.1980; Schmahlet al.1982; Alis-
sandrakis & Kundu 1984; Chiuderi Dragoet al. 1987; Schmelzet al. 1994).
Figure 5.11 shows an example of the radio emission from a complex of sunspots
at three different frequencies. The three frequencies correspond to three differ-
ent magnetic field strengths: these arex mode images corresponding to the 450
G surface at 5 GHz, 750 G at 8.4 GHz and 1350 G at 15 GHz (these correspond
to the fourth harmonic surface being optically thick since the temperature in the
corona was very high for this active region). Note that, as should be the case,
the optically thick region becomes smaller at higher frequencies corresponding
to larger magnetic field strengths. At the lower frequencies the optically thick
surface covers the whole active region; at the highest frequency several discrete
sources are found. One of them (the bright source in the center of paneld,
over the neutral line) has been shown to be the result of highly non-potential
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Figure 5.9. Two examples of radio spectra arising from the thermal active region model of Mok
et al. (2004). The solid line is for one sense of circular polarization and the dashed line is for
the opposite polarization: in the left panel the dashed line is thex mode, while in the right panel
it is theo mode. In both cases the harmonic ratio is 2:1, allowing identification of the magnetic
field in each case as labelled; fiducial vertical lines indicating the locations of the harmonics are
shown on each panel.

fields at this location (Leeet al.1997). Potential extrapolations of photospheric
magnetic fields were unable to explain the presence of a 15 GHz radio source at
this location above a neutral line even with the conservative assumption that the
4th harmonic layer could have sufficient opacity to be optically thick (requiring
1330 G fields). In this case a photospheric vector magnetogram also indicates
the presence of a strong current with footpoints in the photosphere on either
side of the neutral line and consistent with a coronal current crossing the neutral
line in the corona at the location inferred from the radio data.

6.4 Tests of magnetic extrapolations

Extrapolations of magnetic field measurements from the lower atmosphere
into the corona are likely to become an increasingly important tool in the near
future, and in conjunction with the radio measurements are expected to provide
a powerful means for studying coronal fields. One important area where the
techniques interact is in testing extrapolation algorithms: as described earlier,
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Figure 5.10. The results of applying the gyroresonance technique to model data. The top left
panel shows the magnetic field in the input model at a height of 500 km, representative of the
base of the corona (in the thermal model the actual height of the base of the corona varies). The
top right panel shows the values derived from the radio technique of identifying harmonics from
spectra in each pixel and using the frequency ratio to determine the harmonic numbers. The
lower panel shows a more detailed comparison of the model (line) and radio-derived (symbols)
fields along the horizontal line in the upper panels. The technique occasionally fails when edges
are not sufficiently sharp and a 3:2 ratio can be mistaken for a 2:1 ratio (grey symbols). From
Gary, Lee, Giordano & Mok (2004, in preparation).

extrapolation is a very difficult procedure and many different approaches have
been tried. It is clearly valuable to be able to test the success of a given extrap-
olation technique, and radio data provide one way of doing so. The preceding
subsection described such tests involving magnetic field strengths. Another
important test involves the topology of magnetic field lines derived from the
extrapolations. For the same region described above, Leeet al.(1999) compared
the temperatures measured on the same field lines at two different frequencies,
corresponding to two different locations (field strengths) on the same field lines.
Since heat transport parallel to the magnetic field is so much faster than it is
across magnetic field lines, one expects that temperatures measured at two dif-
ferent locations on a field line should be very well correlated. Leeet al.(1999)
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Figure 5.11. VLA observations of a complex solar active region reflecting the magnetic field
and temperature distribution in the corona over the active region. The white-light image (a) shows
a number of spots within the same penumbra. In panel (b) contours of the VLA 5 GHz emission
are overlaid on the white-light image: since the radio emission is due to the gyroresonance
process, the radio image corresponds to the electron temperature distribution on the surface in
the corona where the magnetic fieldB equals 450 G. Panels (c) and (d) show contours of the 8.4
GHz (B = 750 G) and 15 GHz emission (B = 1350 G), respectively, overlaid on a longitudinal
photospheric magnetogram which indicates the direction of the magnetic field at the surface
(white = upgoing, black = downgoing field). The maximum brightness temperatures in the radio
images are4.4×106 K at 4.9 GHz,4.6×106 K at 8.4 GHz, and1.8×106 at 15 GHz, respectively.
Contours begin at 10% of the maximum brightness temperature and then are 10% apart. From
Leeet al. (1997).

compared this correlation for the field lines from potential, linear force-free and
nonlinear force-free extrapolations using brightness temperatures measured at
5 and 8 GHz and showed that indeed the correlation was extremely good for
the nonlinear force-free extrapolation and much poorer for the other extrapo-
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lations. The radio data were also useful for resolving the well-known problem
of the 180◦ ambiguity in the vector magnetogram measurements. The tech-
niques of radio measurements and surface extrapolations, particularly when
better chromospheric magnetograms become available, are expected to provide
complementary information necessary to study coronal magnetic fields.

6.5 Heights of radio sources

Perhaps the major shortcoming of gyroresonance emission as a diagnostic
is the fact that it does not yield height information directly. (Other coronal
diagnostics such as X-ray imaging share this shortcoming.) A single radio ob-
servation at multiple frequencies is sensitive to emission from many different
GR layers in the corona, but is largely insensitive to the distance between the
layers, and for this reason does not easily lend itself to height determination.
When two observations at different times are combined, the change in perspec-
tive produced by solar rotation permits stereoscopy to be used to estimate source
heights (Aschwanden & Bastian 1994). However, to carry this out correctly
for gyroresonance emission requires both that the physical properties of the
corona not change between the observations and that the changes in appearance
expected from the dependence onθ be taken into account carefully, which is
far from trivial.

In principle there is information present on the heights of the GR layers
due to the dependence of the optical depth (5.1) onLB, and the fact that we
know the magnetic field strength in each layer.LB must be consistent with the
height separation of isogauss layers of different field strengths. IfLB could be
determined from the data, it may be possible to use the combination ofLB, the
fundamental law∇ · B = 0 and the fact thatB is constant within a layer to
reconstruct the heights of the GR layers, at least approximately. However, in
(5.1),LB is coupled with the electron density, and it may be difficult to separate
these two parameters from radio data alone: EUV observations which provide
independent information onne, and improved extrapolations of surface fields
which provide an estimate ofLB, may help with this separation.

7. Summary

This chapter has reviewed the radio technique of using gyroresonance emis-
sion to measure magnetic field strengths in the solar corona. These measure-
ments have the potential to determine fields in solar active regions above field
strengths of order 200 G, and thus provide important information for studying
changes in coronal magnetic fields and their role in flares, eruptions and coronal
heating. A major advance in the application of this technique will be provided
by the construction of the Frequency Agile Solar Radiotelescope, which is being
designed to make routine high-resolution coronal magnetic field measurements
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as one of its primary science goals. In addition, the data acquired by FASR will
be ideal for going beyond the techniques described here and starting to exploit
the full extent of the three-dimensional information present in the radio data.
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Chapter 6

CORONAL MAGNETIC FIELD MEASUREMENTS
THROUGH BREMSSTRAHLUNG EMISSION
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GBG@GG1623.spb.edu

Abstract Basic concepts are presented of the theory of thermal bremsstrahlung in the
anisotropic plasma of the solar atmosphere. Formulas are given describing the
polarization resulting from the solar magnetic field, from which the longitudinal
component of the magnetic field can be found through analysis of the polarization
spectra of the thermal radio emission. The application of the method is illustrated
with examples pertaining to solar faculae, prominences, coronal holes and coronal
loops. The observations were carried with large, modern radio telescopes such
as the Nobeyama Radioheliograph (Japan) and the RATAN-600 (Russia).

1. Introduction

Many forms of electromagnetic emission arise as a result of the acceleration
of charged particles. In the case under consideration here, the acceleration is
caused by the electrostatic field of ions and the emitting particles are electrons.
In some approximation this process may be considered as particle collisions.
This mechanism is usually called bremsstrahlung, although the term free-free
emission is also used in the astrophysical literature. In fact, this mechanism
for generating radio emission may be considered the main one produced by a
thermal plasma (e.g. see Benz 1993), since it is always present.

2. Basic Formulae

2.1 Equations of transfer of the thermal emission in
anisotropic plasma

For the intensity of the emission we have the equation of transfer:
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I(ν) =
∫

η(l) e−τ(l) dl, (6.1)

where the emissivityη(ν) is the energy emitted per unit volume per unit solid
angle per unit interval of the wave frequencyν. Absorption coefficientκ(ν) is
the relative decrease of intensity per unit length of the ray. The optical thickness
is the integral ofκ along the ray path:

τ =
∫

κ(l) dl. (6.2)

If the emitting particles have a thermal distribution (that is, have Boltzmann’s
distribution in energy space, or Maxwell’s distribution in velocity space) then
the emissivityη and absorption coefficientκ are connected by a simple relation
(Kirchhoff’s law)

η

κ
= B(T ) =

2kT

λ2
=

2kTν2

c2
, (6.3)

whereB(T ) is the Planck function. The Rayleigh-Jeans approximation to the
Planck function (valid in the radio regime) has been used in the above equation.

For observations in the radio wave range the intensity usually is given in
units of brightness temperature defined by the relation

I =
2kTb

λ2
=

2kTbν
2

c2
. (6.4)

This implies that the brightness temperatureTb is equal to the temperature of
the black body producing the same intensity (or having the same brightness).
In these terms the equation of transfer has the form

Tb =
∫

T (τ)e−τdτ. (6.5)

The valuesη andκ are also functions of plasma parameters such as

electron densityne and/or of other particlesni (ions and neutral particles);

electron temperatureTe;

magnetic fieldB, its strength and direction.

In magneto-ionic theory, when the approximation of geometrical optics is
valid, two types of waves—called the ordinary and extraordinary modes—can
propagate in a plasma. They correspond approximately to the two orthogonal
circular polarizations. Thus, in an anisotropic (i.e. magnetized) plasma we
must write two separate equations of transfer for ordinary (o) and extraordinary
(x) modes:
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T o
b =

∫
T (τ o) e−τo

dτo

T x
b =

∫
T (τx) e−τx

dτx.
(6.6)

In most cases we treat these “normal modes” as left-handed and right-handed
circular polarization.

We should keep in mind thatTb(ν) is also a function of temperature, density,
magnetic field and other plasma parameters in the region of generation and
propagation of the electromagnetic waves. The goal of plasma diagnostics is
the evaluation of these parameters. To get these we deal with the solution of
the equations of the form:

F (T, ne,B, . . . ) = Tb(ν). (6.7)

In general, even with high-resolution imaging, the valuesne, B, T , etc., that
we wish to find are in fact averaged along the line of sight at some position in
the object of study.

2.2 Basic expression for the case of the isotropic plasma

For the absorption coefficient in isotropic plasma we can use the expression

κ =
ζn2

e

T 3/2ν2
, (6.8)

which is a simplification of the full expression (4.6) given in Chapter 4. The
coefficientζ only slightly (logarithmically) depends on the plasma parameters.
In most cases of solar interest, its value is within the range 0.12–0.2. In the
following discussion we will consider it a constant. Generally speaking, in
determining the value ofζ the chemical composition and degree of ionization
of the plasma must be taken into account.

Since we here consider only the case of thermal emission, we can use Kirch-
hoff’s law to evaluate the expression for the emissivity using (6.8):

η =
2ζk

c2

n2
e√
T

. (6.9)

2.3 Basic expression for the case of anisotropic plasma

Now we present the expressions for the absorption coefficient for an aniso-
tropic plasma in the presence of a magnetic fieldB0. In this case the absorption
coefficient becomes:

κo,x =
ζn2

e

T 3/2(ν ± νB| cosα|)2 , (6.10)



118 SOLAR AND SPACE WEATHER RADIOPHYSICS

whereνB is the electron gyrofrequency. For the two types of the circular
polarization of normal modes

κL,R =
ζn2

e

T 3/2(ν ± νB cosα)2
. (6.11)

In all equations above we assume that the refractive indexñ = 1. This can
be checked if necessary using the expression

ñ2 = 1− ν2
p

ν2
= 1− nee

2

πmeν2
, (6.12)

whereme ande are the mass and charge of an electron.

3. Diagnostics of the Coronal Plasma

The central point of our discussion here is to measure the magnetic field using
spectral-polarization observations of the radio bremsstrahlung of the thermal
plasma. One of the serious problems of the method is identification of the
mechanism generating the observed structure on the radio map of the Sun.

3.1 Diagnostics of the mechanism of the emission
generated by thermal bremsstrahlung

From the frequency dependence of opacity given by (6.8), the equation of
transfer (6.1) can be analyzed with the known spectral index for optical depth:

τ(λ) ∝ λ2. (6.13)

At the same time, to a good approximation the emissivity,η, in (6.9) does not
depend on the wavelengthλ (or frequencyν). And so, it follows that

∂I

∂λ
≤ 0. (6.14)

For shorter wavelengths, whereτ ¿ 1

I(λ) = const. (6.15)

This flat flux density spectrum is an important characteristic of bremsstrah-
lung by which to identify the radio emission mechanism. Another important
property is the limit in brightness temperature to be expected of thermal emis-
sion:

Tb ≤ Te, (6.16)

whereTe is the electron temperature. If the emission mechanism is thermal
bremsstrahlung, then the brightness temperature must not exceed reasonable
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values of the electron temperature for the plasma. The value ofTe refers to
some point in the emitting plasma structure. For the case of optically thick
regions a reasonable approximation is

Tb(λ) = Te (τ(λ) ≥ 1) (6.17)

We shall refer to this condition later. We should also notice thatκ and especially
η depend strongly on electron density and inversely on temperature (see 6.8 and
6.9). Thus, observations of bremsstrahlung are most effective in the denser,
cooler regions of the solar atmosphere.

So far in the diagnostics of the mechanism of thermal bremsstrahlung we
have used expressions for isotropic plasma. However in reasonably good ap-
proximation this assumption works also for anisotropic plasma if the magnetic
fields are not too strong.

3.2 Expressions for the magnetic field

Now, once we have come to the conclusion that the mechanism responsi-
ble for the observed radio emission is indeed thermal bremsstrahlung, from
analysis of its intensity (brightness) spectrum, the next step is to analyze its
polarization—the main source of information on the magnetic field within the
source. The analysis is based on the equations of transfer for an anisotropic
plasma (6.6), from which we can derive the equation giving the strength of the
magnetic field in the source region generating the thermal bremsstrahlung.

We define the degree of polarization as

P =
TR

b − TL
b

TR
b + TL

b

, (6.18)

where the brightness temperatures for the two types of the circular polarization
as a function of the wavelengthλ are to be determined by the equations of
transfer (6.6). Optical thicknessτR,L is found using (6.10) and (6.11). For the
case of the optically thin region we have, to a good approximation,

T x,o
b = Te τx,o (τ ¿ 1), (6.19)

or

TL,R
b = Te τL,R . (6.20)

Then follows

P =
T x

b − T o
b

T x
b + T o

b

=
τx − τo

τx + τo
≈ 2

νB

ν
| cosα| , (6.21)

or, taking into account the sign of polarization,
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P =
TR

b − TL
b

TR
b + TL

b

=
τR − τL

τR + τL
= 2

νB

ν
cosα . (6.22)

In the case of optically thick plasma the brightness temperature isTb = Te —
some (density weighted) mean value of the electron temperature along the line
of sight. For isothermal plasma

T x
b = T o

b = Te (6.23)

andP = 0 —no polarization is observed and no magnetic field measurements
are possible. The existence of a gradient in temperature with height, however,
changes the situation. The optical thickness for ordinary modeτ o < τx for
extraordinary mode and so we look into deeper, usually colder, layers of the
solar atmosphere. The resulting equation for polarization can be found from
the equations of transfer using the approximation of the weak magnetic field:

P = n
νB

ν
| cosα | . (6.24)

Here spectral indexn is given by the equation

n ≡ −∂(log Tb)
∂(log ν)

=
∂(log Tb)
∂(log λ)

, (6.25)

and can be measured directly from spatially resolved spectral observations. If
the sign of polarization is taken into account, then instead of (6.24) we have

P = n
νB

ν
cosα . (6.26)

Recalling that the electron gyrofrequency isνB = 2.8 × 106B, and noting
thatB cosα = Bl is the longitudinal component of the magnetic field, (6.26)
becomes

P = n
2.8× 106

ν
Bl . (6.27)

3.3 Radio measurements of the magnetic field

These expressions may be successfully used to measure the longitudinal
component of magnetic fields in the solar atmosphere, keeping in mind that
they refer to an average over the line of sight, weighted byn2

e andT
−3/2
e . To

this end it is reasonable to write them in terms of the strength of the longitudinal
component of the magnetic field. For the optically thin region, where we expect
the spectral slopen = 2, we have

Bl =
54
λ

P% . (6.28)
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In this case the longitudinal component of the magnetic fieldBl can be found
from observations at one wavelength. In fact, however, spectral observations in
this case are also necessary to confirm the bremsstrahlung nature of the radio
emission and that we really deal with an isolated optically thin region (for
example as viewed above the solar limb).

The longitudinal component of the magnetic field in the more general situa-
tion may be written in the form

Bl =
107
λ · n P% . (6.29)

Both P% and n can be found from observations. So, we have come to a
viable method of performing radio magnetography, providedP% andn can be
measured with sufficient precision.

4. Expected Parameters of Polarized Radio Emission
from the Solar Plasma

Using (6.29), we can measure the longitudinal component of the magnetic
field both in the solar corona and upper chromosphere, including the transition
region. The method is applicable, both on the disk and above the solar limb,
to most plasma structures in the upper solar atmosphere that are organized by
sufficiently strong local magnetic fields. Such fields are not easily accessible
to traditional optical methods, such as Zeeman splitting of spectral lines or the
Hanĺe effect, except in special cases. Infrared techniques are currently being
developed which may provide Zeeman measurements above the limb.

4.1 Optically thin regions

According to (6.13), (6.20) and (6.21) we have in this case

Tb ∝ λ2

P ∝ λ
(6.30)

It follows that the sensitivity to the magnetic field increases with the wave-
lengthλ. However, at the same time the optical depth of coronal structures
increases for longer wavelengths and so weakens the polarization. Another
important limitation in applicability of the method is the possible simultaneous
presence of other radio emission mechanisms typical for the solar active re-
gions. The central role here belongs to the thermal cyclotron (gyroresonance)
emission (see Chapter 5). This mechanism becomes effective at frequencies
corresponding typically to the third harmonic of the electron gyrofrequency. In
this case, the magnetic field can be estimated according to the equation

B(ν = 3νB) =
3570
λ(cm)

= 119 νGHz . (6.31)
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While for the sunspots this kind of radio emission is usually important at
wavelengths>∼ 2 cm, for the weaker fields elsewhere in the active region it may
be important from>∼ 5 cm. These sources are identified by strong polariza-
tion and high brightness, and so can be excluded from the analysis of thermal
bremsstrahlung.

One may conclude that the study of magnetic fields with thermal brems-
strahlung complements their study via the gyroresonance mechanism. Thermal
bremsstrahlung can be used in coronal structures and parts of ARs where the
magnetic field is weaker than 100–200 G, where the radio brightness and degree
of polarization are rather low. The coronal condensations (increases in density)
can be studied both behind the limb and on the disk. With the sensitivity of,
say 0.1% atλ = 5 cm, we achieve the sensitivity in the coronal magnetic fields
of about 1 G. This high precision is not easy to achieve with present techniques
but, on the other hand, there are no principal limitations to its achievement.

4.2 Optically thick regions

In the caseτ À 1 the polarization is determined by the gradient of temper-
ature in the emitting layers of the solar atmosphere. A good approximation for
the short cm and mm wavelength ranges (where the hot corona gives a negligible
background solar radio emission) is given by (6.17). The excess of brightness
for thex-mode above theo-mode is

∆Tb = Te(τx = 1)− Te(τo = 1) . (6.32)

At short cm wavelengths a typical value for spectral index from observations
(see 6.25) isn ≈ 1. That implies

∆Tb/Tb ≈ ∆ν/ν . (6.33)

So, according to (6.29), the sensitivity to the magnetic field in this case is
approximately a factor of two lower than in the case of transparent coronal
structures.

The magnetic field in the case under consideration can be found from (6.29).
In this case we also need to use spectral observations to find the spectral indexn
(see 6.25). This reflects the level of the gradient of temperature in the emitting
layer, mostly at the depth ofτ = 1. At the short cm waves for the quiet Sun,
n ≈ 1. For better accuracyn certainly should be measured simultaneously
with the degree of polarization.

In contrast with the previous case of coronal condensations the magnetic field
measured in the chromosphere refers to a rather thin layer defined by (6.17).
So the approximation of homogeneous magnetic field seems to be reasonable.
Below we illustrate this method in the chromosphere of ARs (see§6).
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An interesting point in the case under consideration is that the presence of the
magnetic field may produce a polarized component without significant spatial
variation of total intensity. The reason is that the presence of a magnetic field
shifts the effective emitting level for the two modes (two circular polarizations)
in different directions: thex-mode becomes optically thick in hotter, higher
levels of the solar atmosphere, while theo-mode comes from lower cooler
levels.

4.3 Combination of optically thin and thick regions

This situation is quite common when we observe a bright source on the disk
that is due to the emission of some condensation of coronal material. For short
cm waves it is usually optically thin. This can be checked from an analysis of
the spectrum in the intensity channel, which may be dominated by the almost
flat chromospheric spectrum. The polarized flux in this situation, however,
may be significantly affected by both emission of the condensation and the
lower opaque solar atmosphere (chromosphere levels). This may be checked
by spectral observations. If the polarized emissionT V

b does not follow the law

T V
b =

1
2
(TR

b − TL
b ) ∝ λ3 , (6.34)

then it is significantly affected by both emissions.
However, the spectral observations may help to solve the problem and allow

the effective magnetic fields to be found separately for the chromosphere below
the radio source and that in the coronal condensation. The observed brightness
temperature is the sum of the cold background and hot but transparent region
in the overlying corona.

T I
b (λ) = T I

b,chr(λ)(1− τ1λ
2) + Teτ1λ

2

T V
b (λ) = T V

b,chr(λ)(1− τ1λ
2) + Teτ1λ

2 · 2λ/λB .
(6.35)

To a reasonable approximation these equations can be written in the following
forms. For the intensity:

T I
b (λ) = T1 · λn + T2 · λ2 (6.36)

and for the circular polarization:

T V
b (λ) = T1 · λn+1

λchr
B

+ T2 · λ3

λcor
B

. (6.37)

Equation (6.36) can be used to find parametern from spectral observations,
reflecting the gradient of temperature in the emitting layers of the chromo-
sphere. Then (6.37) gives as the value ofλB, equivalent of magnetic field,
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based on polarization measurements. In this case the longitude component of
the magnetic field strength is

Bl =
10800
λB

. (6.38)

This can be found from spectral polarization observations separately for the
chromosphereλchr

B and coronaλcor
B .

5. Radio Magnetograms of Solar Active Regions

At short cm waves the radio emission of an active region is mostly generated
by thermal mechanisms outside of flaring periods. The magnetic field at the
level of the upper chromosphere and the CCTR can be deduced, as has been
shown above using (6.29). The radio observations made at the RATAN-600
in the wavelength range of 2–4 cm with the high one-dimensional resolution
demonstrated effectiveness of the method on an example of a flocculus (Bogod
& Gelfreikh 1980). The magnetic field of about 50 G was measured with the
accuracy of about 10 G, the latter being in good agreement with the optical
observations. The spectral index in the range ofn = 0.7–1.0 was found for the
flocculus region.

The most effective radio magnetography of solar ARs today is based on
the Nobeyama Radioheliograph observations atλ = 1.76 cm (Shibasakiet
al. 1994), where both intensity and circular polarization maps are regularly ob-
tained with 2D resolution of about 15 arc sec. Two mechanisms of the generation
of the thermal radio emission should be taken into account—gyroresonance (or
cyclotron) emission and bremsstrahlung. From numerous modeling compu-
tations one knows that the emission at the third and second harmonics of the
electron gyrofrequency plays the main role in the observed radio emission of
ARs (see Chapter 5). Forλ = 1.76 cm, the second and third harmonics of
the electron gyrofrequency correspond to magnetic field strengths of 2000 and
3100 G, respectively.

It is clear that a gyroresonance radio source can be observed with Nobeyama
only above sunspots in which strong magnetic fields ofB ≈ 2000 G penetrate
into the corona (3100 G needed for the second harmonic is a very rare case).
In any case, emission at the third harmonic of the gyrofrequency is strongly
polarized, so such radio sources are easy to identify and consider separately.

To measure the magnetic field, we use (6.29). It follows that besides mea-
surements of degree of polarization, which we can get from the I and V radio
maps of Nobeyama, we need also some spectral observations in order to mea-
sure the spectral indexn in (6.25). This is certainly the main limitation of
the Nobeyama Radioheliograph data. We may try to overcome this difficulty
using some approximations/assumptions. If we look at a typical radio map of
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an active region (Figure 6.1) we see no significant increase of brightness over
most of it. That implies no significant difference exists in the thermal structure
of the solar atmosphere at the levels from which we observe the emission. So,
as a reasonable approximation we use the same spectral index of aboutn ≈ 1
that is known for the quiet Sun and weak plage regions atλ = 1.76 cm, being
in reasonable agreement with the RATAN-600 data (Bogod & Gelfreikh 1980).
Next, we use the assumed value for the Nobeyama brightness temperature for
the quiet sunTb ≡ 104 K. Using these approximations we can see that (6.29)
becomes simply

Bl =
107
λ

V

I
× 100 ≈ T V

b . (6.39)

From this relation one can conclude thatV radio maps of the Nobeyama radio
heliograph can be used directly as approximate magnetograms of the active
regions. So, we have come to a possible method of simple and effective mag-
netography of the ARs using Nobeyama radio heliograms.

The next problem we deal with is that of sensitivity. The most often used time
averaging at Nobeyama is 10 s—just such maps in FITS format are accessible
from Nobeyama. The sensitivity of these is about 1% and, according to (6.39),
the accuracy of such magnetograms is about 100 G. That is not very good for
our goal. However, we can improve our sensitivity by using longer averaging
of the images, say for 10 min instead of 10 s. An example of the resulting
magnetogram of an active region is shown in the Figure 6.1.

To check the extent to which the method leads to reasonable results, we
compared the radio magnetogram with the optical one, averaged with the beam
pattern of the radio heliograph (see Figure 6.1). For this case and some others
the results seem to be in reasonable agreement, not only in structure but in the
values of the magnetic field strength as well (Gelfreikh & Shibasaki 1999).

On all the magnetograms we can clearly see the sunspots as the regions of
the highest degree of polarization (some tens of percent). The polarized signal
in this case, however, did not show such good correlation with the strength of
the magnetic field of the spot (at photospheric level).

6. Magnetic Fields in Prominences

The physics of prominences plays an important role in modern understanding
of all types of solar activity because they reflect the position of the neutral lines
of the photospheric magnetic field, both in its global and local AR structures.
In the latter case it represents the location of the highest flare activity. The
complicated plasma and magnetic structure of the surrounding regions is of
great interest for studying the nature of the solar flares and other processes of
the solar energy release.
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Figure 6.1. Radio maps of the AR observed on June 09, 1995 using Nobeyama radio heliograph
at λ = 1.76 cm. Contours present the brightness distribution . Maximum in I channel (Tb =
27·103K). Maximum in V-channelT V

b = 440K. Maximum degree of polarizationP = 2.8%.
The region maps are overlapped by gray scale magnetograms . For V-maps they are averaged by
the scale of the Nobeyama radio heliograph beam (shown below on the left). The upper V-map
present brightnessT V

b , the lower one—percentageP% of polarization.

Radio observations of free-free emission offer a new method of measuring
the magnetic field inside prominences, though at present the combination of
spatial and spectral resolution of the radio observations is not sufficient for
detailed study. Measurements of the prominence magnetic fields have been
made using the 22 meter dish RT-22 of the Crimean Astrophysical Observatory
at the wavelengths of 8 and 13.5 mm. A dozen prominences were analyzed in
1993 (Apushkinskyet al.1996). The longitudinal component of the magnetic
field was found to be in the range from 7 to 30 G, depending on the prominence.
This result is in reasonable agreement with the optical data. The maximum value
of the field usually was found at higher regions within the prominences, where
in fact one can expect the maximum of the longitudinal component.

A similar conclusion, but with stronger magnetic field, was found with the
RATAN-600. In figure 6.2 we see a one-dimensional scan of the limb of the
solar disk at wavelengthλ = 2.1 cm, both in intensity and circular polarization.
The quiet Sun level has already been subtracted. The bright source behind the
west limb is due to the prominence and surrounding plasma structures in the
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solar corona (atλ = 2.1 cm they are weak). The maximum polarization signal
P = (6±1)% coincides with the upper part of the prominence where probably
the plasma is already optically thin. The resulting magnetic field we get is
Bl ≈ 150 ± 25 G. This field is an order of magnitude higher than in the
previous case based on observations made with the RT-22. One possible reason
is due to the higher resolution of the RATAN-600. Alternatively, it may be due
to a stronger AR in which the prominence appeared.

Figure 6.2. Radio scan of the prominence at a wavelengthλ = 2.1 cm made with the RATAN-
600 on 1996 October 11. Intensity (I) and circular polarization (V ) are shown. The level of
the quiet Sun has been excluded from the intensity curve. The upper part of the prominence is
polarized:P = (6± 1)%

7. Magnetic Fields in a Coronal Hole

The coronal holes (CH) are important structures of the solar corona both
from the point of the solar activity and the nature of plasma structures. They
are known to be the regions of acceleration of fast geoeffective solar wind. They
are the regions of lower density and temperature as well as the lower gradient of
temperature in the transition region. They reflect open magnetic field structures,
unlike the closed-field regions of the surrounding solar atmosphere.

The CHs are directly observed in soft X-rays and EUV from space. In the
ground-based observations they are identified mostly in the He I line 10830Å
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(the “reflections” in the chromosphere). At the limb CHs are clearly identified
in the green coronal line. As far as the radio observations are concerned they
appear as dark regions at dm wavelengths (see figure 6.3). At short centimeters
the input emission of the corona is too weak and at meter waves the large optical
thickness of the corona smoothes the effect.

As follows from (6.9) and (6.20), in the case of optically thin emission
the brightnessTb ∝ n2

e/
√

Te. So, it only slightly depends on the coronal
temperature, and the lower electron density in the CH produces the main contrast
observed on a radio map. The brightness depression really amounts to some tens
of percent but for measurements of magnetic field we must detect some much
smaller polarization effects, which are accessible only to a few of the largest
instruments in the world. We could expect magnetic field in the corona of a CH
to be of the order of 10 G or even lower (the CH are generally observed outside
the solar ARs). Forλ ≈ 30 cm this would result in degree of polarization of
P ≈ 2% (see 6.28), implying the necessary sensitivity of the instrument to
polarization measurements of about0.1%.

In fact, at present only one case of publication of the radio measurements of
the magnetic fields in a CH is registered (Boroviket al.1999). The observations
have been carried out with the reflector radio telescope RATAN-600. Figure 6.3
illustrates the observations of a coronal hole made with the RATAN-600. Ob-
servations of the same CH in EUV (line FeXII 195Å) is also presented. From
the Figure 6.3 it is clearly seen that the CH is well registered at dm wavelengths
(λ ≥ 10 cm).

The magnetic field strength (averaged longitudinal component) was found
from (6.29) using the observations made with the radio telescope RATAN-
600. The logarithmic spectral indexn was found as a function of wavelength
(see 6.25):n = 0.9 at 9–11 cm,n = 1.04 at 14–18 cm andn = 1.7 at
27–30 cm (measured on October 12, 1996). The magnetic field strength in
the CH according to expression above is presented in Figure 6.4. Taking into
account the magnetic field measurements at the photosphere level (Stanford
data) we have concluded that the longitudinal component of the magnetic field
in the coronal hole increases with height from 0.2 G at the photospheric level
to 7–10 G at the level of the generation of radio emission at 18 cm. In this
wavelength range practically all of the emission is due to coronal plasma and
the obtained value ofBl is a mean one weighted by the distribution ofn2

e. At
shorter wavelengths, a contribution from the chromosphere is expected. That
implies a lower strength of the field in the chromosphere-photosphere level, in
good agreement with the optical data.

One can hope that the problem of the 3D-structure of the magnetic field
in coronal holes and related solar wind acceleration phenomena may be suc-
cessfully resolved using radio astronomical instruments providing both high
spatial resolution and high sensitivity for polarization measurements. Spectra
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Figure 6.3. One-dimensional radio scans of the sun made with the RATAN-600 at eleven
wavelengths in the range 1.8–28 cm for 1996 Oct 12 and Nov 9. Coronal holes are seen as
brightness depressions at dm waves. For identification of the CHs at the bottom the EUV maps
of the Sun (SOHO data) are shown.

at the short cm wavelengths in this case could be used for magnetography at
the chromospheric level.
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Figure 6.4. Percentage of circular polarization (upper curve) and effective value of the magnetic
field (lower curve) for the coronal hole obtained from observations made with the RATAN-600.
The observations were made on 1996 October 11, 12, 13.

8. Magnetic Fields in Coronal Loops

As we have discussed already for an optically thin plasma the emissivity
for the thermal bremsstrahlungη ∝ n2

e/
√

Te (see 6.9). So, the emission is
heavily weighted to high density regions in the solar corona and the radio maps
are expected to reflect any type of plasma structures in the upper parts of the
solar atmosphere. In contrast to the solar images obtained in the EUV lines, e.g.
obtained with SOHO, the radio emission is weakly (∝ T−1/2) dependent on the
electron temperature. The longitudinal component of the magnetic field in this
case is found using (6.28) based on polarization measurements. It represents
the averaged value of the field weighted byn2

e. We illustrate the method with
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an example of a coronalarch (Figure 6.5) observed on the disk and connected
with the CME (Boroviket al.2002).

Figure 6.5. Radio scans of the Sun on 2000 November 23. The observations at the wavelength
λ = 1.8 cm in intensity (I) and circular polarization (V ) were made with the RATAN-600. The
bright region at 195̊A according the SOHO data are shown for comparison. The coronal loop
connected with the CME is marked by an arrow.

From the spectra presented at the Figure 6.6 one can conclude that the emis-
sion is really produced by the thermal bremsstrahlung from an optically thin
coronal structure. The corresponding magnetic field strength was found in the
range of 200–250 G. Similar values for the same structure were found from
the Nobeyama radio heliograph data. An increase of the field from 150 to 200
G was registered, probably connected with the CME event. The next day the
source of the coronal arch disappeared.

9. Future Development of the Method

The examples above demonstrated high effectiveness of the method of mea-
suring magnetic fields in the solar chromosphere and corona based on analysis
of bremsstrahlung radio emission. These include such coronal structures as
prominences, coronal holes, CMEs, loops, and arches. The potential sensi-
tivity of the method exceeds 1 G. The magnetic fields of few gauss in the
corona have already been reported using the RATAN-600 spectral-polarization
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Figure 6.6. The spectra of the radio emission of the CME-associated coronal loop obtained
with the RATAN-600 on 2000 November 23 for three times. The upper curves represent the
spectra of intensity. For comparison also a spectra of the sunspot-associated source is shown.
At the bottom, the spectra of brightness for the same loop are shown.

observations. In contrast to the method based on the observations of the gy-
roresonance emission (see Chapter 5, by White), the bremsstrahlung method is
applicable to measurement of weaker magnetic fields (see Chapter 4, by Gary
& Hurford), and presents an average of the longitude component of the field
weighted byn2

e.
In comparison with the method based on the observation of the inversion

of the sign of the circular polarization (chapter 7) bremsstrahlung does not
require a special region of quasi-transverse propagation and, being comparable
in sensitivity, may have more general applications.
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However, the method under discussion needs much higher sensitivity for po-
larization analysis and some spectral observations. So, at the moment numerous
structures were accessible only to observations made with the instrument of high
collecting area—RATAN-600. Stronger magnetic fields in active regions could
be analyzed using the modern radio heliograph at Nobeyama, resulting in 2D
radio magnetography. The future development of these approaches, using a
combination of high spatial and spectral resolution, may give a new observa-
tional basis for the theory of the solar plasma. This is of great scientific interest
because most of the energetic processes in the corona are directly due to the
interaction of magnetic structures, and no other means to measure magnetic
fields in the corona are available.
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Chapter 7
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Abstract The QT-propagation of microwaves as a means to measure coronal magnetic
fields and the inversion of circular polarization as an observational proof of the
QT-propagation are discussed. The first part of the chapter briefly outlines the
relevant geometry and mathematical relations. Then the state of the art in the
coronal magnetography and some possibilities are demonstrated. We discuss
use of the technique for coronal magnetography and give some estimates con-
cerning the coronal magnetography with the forthcoming Frequency Agile Solar
Radiotelescope.

Keywords: Sun: corona, Sun: radio, magnetic field

1. Microwave QT-Propagation in the Solar Corona

1.1 Introduction

As early as 1951, the phenomenon of polarization inversion in solar mi-
crowave sources was discovered (Piddington & Minnett 1960). It was correctly
attributed to result from the quasi-transverse (QT-) propagation of microwaves
(Cohen 1960). However, so far it has been a difficult task to use the effect of
QT-propagation for magnetic field measurements in a coronal region, although
the position of the QT region is defined by the coronal magnetic structure.

The first problem a solar physicist encounters is the correct identification of
the observed polarization inversion. Other effects, in addition to QT-propaga-
tion, can give rise to polarization inversion in microwaves. Some alternatives are
a temperature gradient inverted with height in a gyroresonance source (Zlotnik
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1999), propagation angle variations in a source at the top of a coronal loop
( Alissandrakis & Preka-Papadema 1984), and energetic (nonthermal) electrons
trapped in a magnetic loop. In this chapter we seek to list the regularities of the
inversion due to QT-propagation to assist the search of its manifestations.

The next problem is an adequate analysis of polarization inversion. The
interplay between the position of an active region (AR) on the solar disk and
the frequency dependence of the QT-propagation leads to the observed variety
of polarization inversions in microwaves. Multiple polarization inversions may
also occur at cm wavelengths as a result of multiple passages of microwave
emission through the coronal regions of QT propagation (QTRs) (Bogodet al.
1993; Alissandrakiset al.1996). The sporadic radio observations at only a few
frequencies do not necessarily enable us to analyze the multiple inversion with
sufficient certainty. The Frequency Agile Solar Radiotelescope (FASR), which
will provide arcsecond-resolution full-disk images of the Sun, is well suited for
the in-depth analysis and coronal magnetography. We attempt to demonstrate
some advantages of this analysis and the benefits a solar physicist may get from
it. Radio measurements in the QTR inherently involve the magnetic fields of
the key topological regions. The points of fundamental interest in an active
region magnetosphere, such as neutral points and solar flares may be probed
using these techniques.

A persisting problem is the accurate value of the distance between the mi-
crowave source and the QTR. The distance or the height of the QTR above the
photosphere is the only unknown coordinate of the measured magnetic field.
The model extrapolations of the magnetic field to coronal heights (Alissandrakis
et al. 1996; Leeet al. 1998) and the direct determinations of the height from
the inversion rate (Bezrukovet al.2004) do not seem to yield agreement.

Since 1963, when the mathematical relation between coronal magnetic field
in the QTR and the observed circular polarization was deduced (Zheleznyakov
& Zlotnik 1963), the two-dimensional (2D) coronal magnetography in the QTR
at a single frequency has been made possible. Up to now, analysis of QT prop-
agation has dealt only with the line of zero circular polarization (polarization
inversion line). It has not taken into account the portion of the microwave source
that is partly depolarized by a QTR. Since solar observations with the Nobeyama
Radioheliograph (NoRH), the Siberian Solar Radio Telescope (SSRT), and the
Very Large Array (VLA) give 2D measurements with a high angular resolution,
we suggest the development of 2D coronal magnetography based on the effect
of QT-propagation of microwaves (Ryabovet al. 1999). To this end, the nor-
malization procedure should be improved. We mean the procedure of a radio
image reduction requires that that the image be subjected to the QT-propagation
effect only.
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1.2 Effects of electromagnetic wave mode coupling

In this section a few definitions and mathematical relations are cited to carry
out the analysis of polarization inversion at microwaves. We restrict our dis-
cussion to the cases appropriate for solar observations at cm wavelengths.

An electromagnetic wave at a given frequency can be expressed as a linear
combination of the ordinary (o) and extraordinary (x) wave modes (Stix 1962).
The polarization in these two modes is of opposite senses and tends to be circular
in the outer solar corona for most values of the angleθ between the coronal
magnetic fieldB and the line of sights (quasi-linear propagation, QL). The
polarization becomes linear in the regions where the angleθ is in the range near
90◦ (quasi-transverse propagation, QT; Zheleznyakov 1970).

The sense of circular polarization of these modes corresponds to the sign of
longitudinal component of magnetic field in a source of microwave emission.
As thex-mode prevails for most sources of thermal microwave emission in
the Sun, the polarization of a sunspot-associated source can be related with
the sign of sunspot magnetic fields. Right-circularly polarized (RC) emission
corresponds to N (positive) magnetic fields, while left-circularly polarized (LC)
emission corresponds to S (negative) magnetic fields. However, the sense of
circular polarization as intrinsically emitted may become inverted due to passage
through the corona, by the time that the wave reaches the observer.

Polarization inversions have been detected in some microwave sources (Pid-
dington & Minnett 1960; Peterova & Akhmedov 1974) and throughout the cm
wavelength range (Peterova & Akhmedov 1974; Gelfreikhet al. 1987) (Fig-
ure 7.1). No corresponding changes of magnetic polarity in the photosphere
have been observed. It appears that the polarization is strongly affected by prop-
agation conditions on the way through the solar corona to the observer. The wave
mode coupling theory (Cohen 1960; Zheleznyakov 1970) deals with the propa-
gation and interaction (coupling) betweeno- andx-mode waves. The sense of
circular polarization is inverted when the waves cross the region of transverse
magnetic fields, where the sign of the longitudinal component changes. How-
ever, if the transverse magnetic fields are weak enough, electromagnetic waves
at high frequencies do not “respond” to them and they do not change the sense
of circular polarization. Theo andx wave modes strongly interact in this case.
The transverse fields of intermediate strengths cause the depolarization, so far
as circular polarization is converted to linear (Zheleznyakov 1970).

The wave mode-coupling theory offers a rigorous treatment of this wave
mode interaction. The efficiency of the interaction is determined by the param-
eterδ◦ (Zheleznyakov & Zlotnik 1963) :

2 δ◦ ≈ 1.15× 10−25B3neLdλ
4 , (7.1)
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Figure 7.1. AR 6615. Radio maps of the circular polarization degree taken with the VLA
at 4.9 GHz and 15 GHz (lower row) together with a white-light picture and a longitudinal
magnetogram (upper row). At both frequencies the sense of circular polarization does not
correspond to magnetic polarity in the region above the sunspot S5. The depolarization lines,
V = 0, at 4.9 GHz (dashed line C) and at 15 GHz (dot-dashed line U) are noticeably shifted
from a zero line of longitudinal photospheric magnetic fields (solid line NL). (From Leeet al.
1998).

whereB is the strength of coronal magnetic fields,ne is the electron density,Ld

is the field divergence in the coronal QT-region,Ld = θ | dθ/ds|−1, andλ is the
operational wavelength (hereafter, all units are in CGS). Notice that2 δ◦ differs
from the coupling parameterC (Zheleznyakov & Zlotnik 1963; Bandiera 1982)
by a factor of the order of unity.
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If ρV◦ is the degree of circular polarization of the wave incoming the region
of quasi-transverse propagation (QTR;θ ≈ 90◦), the circular polarizationρV

after passing through the QTR reads (Zheleznyakov & Zlotnik 1963):

ρV = ρV
◦

[
2 exp(−2δ◦)− 1

]
. (7.2)

When the QTR is crossed by an electromagnetic wave, there are the following
cases:

2 δ◦ << 1 : strong wave mode coupling,ρV ≈ ρV◦ ,
2 δ◦ = ln 2: critical wave mode coupling,ρV = 0 ,
2 δ◦ >> 1 : weak wave mode coupling,ρV ≈ −ρV◦ .

Let us rewrite (7.1) and (7.2) withneLd = 1018 cm−2 :

B ≈ 2.05× 102 λ−4/3

[
− ln

(
ρV /ρV◦ + 1

2

)]1/3

. (7.3)

The above cases might be simplified and expressed in terms of the strength
B of the magnetic field in the QTR, provided the factorneLd is constant:

B << B◦ : weak magnetic fields; circular polarization is preserved,
B = B◦ : critical value of magnetic fields; depolarization,
B >> B◦ : strong magnetic fields; inversion of circular polarization.

In the same way the cases above might be classified in terms of frequencies
(wavelengths) of electromagnetic waves. Let us define the transition frequency
νt as a frequency of zero circular polarization,ρV (νt) = 0.

It appears that other kinds of the wave mode interactions and correspond-
ing coupling parameters (see Gopalswamyet al.1994 as a review) are mainly
applicable beyond cm wavelength range. Some cases of an apparent disagree-
ment with the coupling theory are reported in decimetric and metric wavelength
ranges (Gopalswamyet al.1991; Whiteet al.1992). Gopalswamyet al.(1994)
have proposed to overcome the above difficulties by considering a specific mode
coupling in a coronal current sheet which has been detected at 1.5 GHz.

We will use Eq. (7.3) along with the specified terms in the analyses and mea-
surements of coronal magnetic fields. The polarization value is most sensitive
to the strengthB of coronal fields under the conditionρV = 0. More precisely,
the highest sensitivity of the measurements corresponds to

ρV = ρV
◦

[
2 exp(−2

3
)− 1

]
≈ 0.0268 ρV

◦ , (7.4)
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which was obtained by solution of the equation∂2ρV / ∂B2 = 0, implying the
maximum of the function

∣∣ ∂ρV / ∂B
∣∣.

1.3 Geometry of QT-propagation

To illustrate the interplay between the location of the QTR in an active region
and the dominant parameters in (7.1) and (7.2), that is, the wavelength of obser-
vations and the coronal magnetic field, let us introduce a QT-surface. The sur-
face is the central part of the QTR, where the propagation angleθ is strictly equal
90◦. It should be noted that the thickness of the QTR ,2π−1Ld

√
u ≈ 108−109

cm (Kravtsov & Naida 1976), is small compared with the solar active region
size.

It is important to note that the shape and the location of the QT-surface depend
on the direction of the line of sight (Figure 7.2). In the case of a magnetically
unchanging active region, the shape of the QTR is modified only due to solar
axis rotation. On a large scale the QTR appears as an inclined conical surface
in the case of uniform magnetic fields of a single sunspot. As the photospheric
neutral line satisfies the conditionBl = 0—that isθ = 90◦—the line is always
the lower border of the QT-surface. The location of all the magnetic neutral
points,B = 0, on a QT-surface can be deduced similarly.

When the source is near the solar disk center, the QT-surface is crossed by
microwaves higher up in the corona, where the magnetic fieldB is weak and
the resulted polarizationρV is the same as in front of the QTR, that is,ρV◦ in
(7.2). As the Sun rotates, a microwave source moves towards the west solar
limb. The QTR is crossed by microwaves lower in the corona (Figure 7.2) and
the sign of the resulted circular polarization is reversed (Figure 7.3).

Another case is a bipolar active region with the axis directed along a solar
meridian. This geometry seems to promote the QT-propagation of microwaves
from sources most distant from the solar equator. The inverted sign of circular
polarization may remain for many days within such a bipolar active region.

2. Results and Prospects of Microwave Observations

Prior to analysis in terms of coronal magnetography, it should be tested
whether the polarization inversion is due to the QT-propagation. The test de-
pends on whether the inversion is observed at a single wavelength over time
or it is observed at many microwave frequencies at a single time. Spectral-
polarization observations with a high angular resolution, such as FASR will
produce, are preferable for the correct identification and precise analysis of the
polarization inversion.
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Figure 7.2. Simulated geometry of QT-propagation of microwaves in a bipolar active region in
the vertical section (upper row) and in 3D representation (lower row). Two microwave sources
over sunspots of opposite magnetic polarities emit the radiation at 5.7 GHz circularly polarized
in opposite sense. The observed circular polarization (presented in Figure 7.3) is quite different
for each of the three longitudinal displacements from the central solar meridian (a) −42◦, (b)
0◦, and (c) +42◦ depending on whether the QTR is crossed higher or lower than the line of the
critical valueB◦ = 20 G of coronal magnetic fields. The 20 G isogauss contour projected to the
plane of the sources appears as a depolarization line,V = 0, at 5.7 GHz (line DL).

2.1 Regularities of the inversion phenomenon

As mentioned earlier, an inversion in the sign of circular polarization of a
microwave source might be caused by a variety of factors. Before dealing with
coronal magnetography one needs the unambiguous evidence of the manifes-
tation of the QT-propagation of microwaves in the solar corona. The following
regularities summarize some radio observations (Peterova & Akhmedov 1974)
and model simulations of the polarization inversion due to the QT-propagation:

(1) the sunspot-associated microwave source nearest to the solar limb is the
first that inverts its sign of circular polarization in an AR.

The regularities for the western solar hemisphere are as follows:

(2) the closer an AR is to the W solar limb, the shorter is the wavelength
required to detect the polarization inversion;
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Figure 7.3. Transformations of the circularly polarized microwave sources simulated with
due regard to the QT-propagation of microwaves using the geometry in Figure 7.2. Each row
represents the sources simulated at 5.7 GHz (upper row), 8.6 GHz, and 12 GHz (lower row).
Each panel in the rows depicts the sources at the longitudinal displacement from the central solar
meridian: (a) −42◦, (b) 0◦, and (c) +42◦.

(3) the depolarization line,ρV = 0, moves toward the W solar limb while
the polarization inversion is observed at a fixed operational wavelength;

(4) the post-inversion value of the degree of circular polarization, as a rule,
does not exceed the pre-inversion one.

The regularities for the eastern solar hemisphere are as follows:

(5) the farther an AR is from the E solar limb, the longer is the wavelength
required to detect the polarization inversion;

(6) the depolarization line,ρV = 0, moves toward the W solar limb while
the polarization inversion is observed at a fixed operational wavelength;

(7) if the microwave source of circularly polarized emission is a loop-associ-
ated source, as is often the case at long wavelengths, the regularities of
polarization inversion seem to be similar to those of a sunspot-associated
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Figure 7.4. AR8365. Three radio maps taken with the SSRT at 5.7 GHz (lower row) on (d)
October 21, (e) October 22, and (f ) 1998 October 23, together with a spectroheliogram CaII K1v
on (a) October 22 and the longitudinal magnetograms on (b) October 22 and (c) October 23. RC
(brighter halftones) and LC (darker halftones) radio polarizations are separated by depolarization
line DL. Note the displacement of the depolarization line above the western sunspot-associated
microwave sourceA. A zero line of longitudinal photospheric magnetic fields is marked by
dashed white line NL. (From Ryabovet al.2004).

source. The initial sign of circular polarization corresponds to the sign
of the longitudinal component of the magnetic fieldBl. The analyses
of the polarization inversion at a given wavelength with time must take
into account both the QT-propagation and the displacement of the coronal
neutral line,Bl = 0, within the loop (Alissandrakis and Preka-Papadema,
1984).

The above regularities immediately follow from (7.1), (7.2) and from the
geometry of QT-surface in a bipolar AR with the magnetic meridian approxi-
mately in the east-west direction. Figures 7.4, 7.5 give an example of how the
polarization inversion proceeds in a slightly polarized microwave source with
time and frequency.

The FASR telescope will give the opportunity to provide the test of QT-
propagation by the spectral-polarization observation inspection. During these
observations with the FASR it is necessary that the above observational find-
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Figure 7.5. The representation of the AR8365 (similar to Figure 7.4) but at the frequency of 17
GHz a day later. Radio maps in StokesI (black contours) and the degree of circular polarization
V/I (grayscale) taken with the NoRH at 17 GHz (λ = 1.76 cm) on (a) 1998 October 22, (b)
October 23, and (c) October 24. RC (brighter halftones) and LC (darker halftones) polarization
are separated by the depolarization line DL. (From Ryabovet al.2004).

ings be taken into consideration. The detailed analysis of QT-propagations is
promising. Some possibilities of the coronal magnetography application are
examined in§ 2.2–2.4.

2.2 Multiple inversion

The multiple inversion through the cm wavelength range has emerged from
one-dimensional spectral-polarization observations with the RATAN-600 tele-
scope. Bogodet al. (1993) have detected the double inversion of the circular
polarization sign over a cm wavelength range in a sunspot-associated source.
Schmelzet al. (1994) and Alissandrakiset al. (1996) have reported the double
inversion for a part of a microwave source. The latter inversions are revealed
from model analyses of radio maps made at a single wavelength. How may we
test the applicability of QT-propagation, and determine the number of possibly
multiple inversions of this type?

An appropriate examination is provided by some model simulations of QT-
surfaces and numerical restrictions onρV to be derived from (7.1) and (7.2). Let
ε ≤ 0.03 be the wavelength spacing,λi+1 = λi + ε λi in the case of the FASR
telescope. The normalized degree of circular polarizationP reads (Ryabov,
1997):
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P (λi+1) ≡ ρV (λi+1)
ρV◦ (λi+1)

= 21−(1+ε)4 − 1 . (7.5)

We can observe that the normalized degree of circular polarization at the
wavelengthλi+1 adjacent to the wavelengthλi of zero polarization,ρV (λi) = 0,
is suppressed to the known value. If we assumeε = 0.03, we getP ≈ −0.083.
It is advisable to have the FASR accuracy high enough to resolve the above
8% of the normalized circular polarization, which is difficult to attain having a
slightly polarized source| ρV◦ (λi+1) |¿ 1. It is self-evident that the restriction
onP is necessary but it is not a sufficient condition for the polarization inversion
to be determined by QT-propagation.

The multiple inversion as a result of QT-propagation seems to be promising
for coronal magnetography at a set of coronal heights simultaneously. The
magnetic structure in the vicinity of a magnetic neutral point (NP) is supposed
to produce a double polarization inversion (Figure 7.6). It is expected that a
NP will occur as10′′ − 30′′ oppositely polarized intrusion into the microwave
source situated behind, and FASR will provide a unique tool to observe such a
NP.

2.3 Linear polarization in the outer corona

It appears that linear polarization can be detected within a narrow bandwidth
if the QTR, where circular polarization is transformed to linear, is at a sufficient
height that the Faraday rotation does not smear the linear polarization to zero.

In 1993 the linear polarization was detected by Alissandrakis and Chiuderi
Drago (1994) above the AR 7530 in the course of circular polarization sign
inversion due to QT-propagation. The observations were made with a multi-
channel spectral line receiver at the Westerbork Synthesis Radio Telescope (63
channels 19.6 kHz wide in a 1.2 MHz bandwidth aroundν = 4995 MHz). The
angular resolution of the WSRT is3′′ × 9′′ at this wavelength of 6 cm. The
linear polarization components, StokesU , Q, measured close to the depolar-
ization line,V = 0, show a sinusoidal trend as a function ofλ2 in accordance
to the Faraday rotation (Alissandrakis & Chiuderi Drago 1994). Using the
current-free assumption for AR coronal magnetic fields the height of the QTR
is estimated to be1010 cm above the photosphere (Alissandrakiset al.1996).

It is interesting to note that the analyses of full Stokes vector (I,Q, U, V )
by Segre and Zanza (2001) retrieve both the strength of the coronal fieldB =
12.8 − 11.2 G and the factorneLd = (1.4 − 2.1) × 1018 cm−2 from those
observational data.

2.4 Oscillations

The depolarization line is the most convenient line in the field of view to trace
polarization inversion. It is clearly seen inV radio maps and it is not subjected
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Figure 7.6. Representative geometry of QT-propagation of microwaves throughout the vicinity
of the neutral point (NP; circle) of the coronal magnetic fields. The total numberN of the
polarization sign inversions at 2 GHz along the ray paths: I,N = 2; II, N = 1; III, N = 0.
A result of the twofold QT-surface is the elliptic dark patch of opposite polarization at long cm
wavelengths. Double sign inversion is expected in the patch over a cm wavelength range.

to alteration by the normalization procedure, that is,ρV /ρV◦ . As discussed
above,ρV = 0 is the polarization degree that is most sensitive to the coronal
magnetic field. If the coronal fields oscillate, the depolarization line is bound
to oscillate too.

Recently the oscillations ofρV = 0 points were found in the radio scans taken
with the SSRT at the wavelength 5.2 cm (Gelfreikhet al. 2002). Oscillations
with the characteristic time of about 13 min were detected in the course of
polarization inversion in a sunspot-associated source of the AR 6412.

According to (7.1) and (7.2),ρV = 0atλ = 5.2cm is produced by the coronal
field of about 20 G withneLd = 1018 cm−2 in the QTR. The depolarization
line oscillations provide an accurate account of the oscillations of the coronal
magnetic field.
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3. The Technique of Coronal Magnetography Through
QT-Propagation

This coronal magnetography begins with the proof that the QT-propagation
is responsible for the polarization inversion and ends with the analyses of 2D
coronal magnetograms. It is (7.3) that enables us to evaluate 2D coronal mag-
netograms.

3.1 Normalization procedure

According to (7.3), the distributionρV (x, y) normalized to the circular polar-
ization degreeρV◦ (x, y) of initial radiation results in 2D coronal magnetograms
B(x, y), provided the factorneLd is given. SinceρV◦ is modified in the QTR
during the polarization inversion, the inherent polarization of a source is not
known. We propose some practical substitutes forρV◦ :

(1) circular polarization degree observed at the day of the absence of QT-
propagation effects. A limitation of this normalization is quite obvious:
the AR evolves andρV◦ alters with time;

(2) circular polarization calculated by the model simulations of the micro-
wave source under study. Not only the sunspot-associated microwave
source, but also a coronal condensation should be taken into account at
long cm wavelengths.

We will illustrate the process of choosingρV◦ for the normalization procedure
(Figure 7.7). The depolarization line,V = 0, moves across the western source
in the sequence of the maps. In the first map the depolarization line roughly
marks the border between two microwave sources of the opposite polarization
not affected by the QT-propagation. Hence the first map is taken to be aρV◦ (x, y)
map. If a set of sampled maps covers the overall process of inversion with time,
the polarization is only slightly suppressed in the starting map and the inverted
polarization attains its maximum value in the last map.

With ρV◦ chosen according to the first substitute, theρV (x, y) maps should
be shifted to the position ofρV◦ (x, y) on the solar disk. Finally, the normalized
mapsP = ρV /ρV◦ are expressed in gauss units according to (7.3). The resulted
coronal magnetograms are depicted in Figure 7.8. The borders of the coronal
magnetograms are determined by the limitation| P |≤ 1 − σ, whereσ is the
accuracy of the observedρV .

A reference coronal magnetogram is introduced in Ryabovet al.(1999) as a
convenient intermediate result. The reference magnetogram is a magnetogram
calculated by means of Eq. (7.3) with the constant value ofneLd factor. Taking
into account the opposite sense of the variations ofne andLd with height, and the
evaluation ofne andLd in Segre & Zanza (2001), the constant value ofneLd =
1018 cm−2 is reasonable. It is easy to correct the reference magnetogram if a
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Figure 7.7. Details of the inversion phenomenon presented in Figure 7.4. AR8365. Radio
maps in StokesI (black contours) andV (grayscale) taken with the SSRT at 5.7 GHz (λ = 5.2
cm) on 1998 October 22 at (a) 2:54 UT, (b) 3:54 UT, (c) 5:54 UT, and (d) 6:54 UT. RC (bright
halftones) and LC (dark halftones) polarization are divided by depolarization line (solid white
line). (From Ryabovet al.2004).

more precise distribution of electron densityne or the divergence of the magnetic
field Ld is known.

3.2 The source-QTR distance

There are generally three methods to evaluate the distance between the mi-
crowave source and the QTR or the height of the measured coronal field.

According to the first method, the distance is geometrically determined from
the depolarization line displacements or from the time over which the polariza-
tion inversion lasts. The height of the transverse magnetic fields that screen the
microwave source is assumed to be constant in the QTR during the inversion
(Gelfreikhet al.1987).

The second method calculates the distance between the source and the QTR
by means of the magnetic field extrapolations to coronal heights. This extrap-



Coronal Magnetic Fields from QT-propagation 149

Figure 7.8. AR8365. Two coronal magnetograms (grayscale) show the strength of coronal
magnetic fields on 1998 October 22 at (a) 3:54 UT and (b) 5:54 UT. The halftones corresponding
to the coronal fields 10–30 G are clearly seen. The radio depolarization lineV = 0 at 5.7 GHz
is marked by a white line DL. (From Ryabovet al.2004).

olation should be consistent with the radio observations (Alissandrakiset al.
1996; Leeet al.1998).

The third method suggests that the observed distance between the radio de-
polarization line and the photospheric neutral line is converted to the height of
the QTR in the frame of the dipole approximation of an active region magne-
tosphere(Bandiera 1982; Kundu & Alissandrakis 1984).

The uncertainty of the distance estimates is rather high and may reach the
factor 2 if the results of any two methods are compared. Leeet al.(1998) have
attributed the uncertainty to the specific geometry of the QTR: a QT surface
may be inclined nearly along the line of sight direction. It is worth noting that
the coronal magnetograms relate to the coronal fields in the QTR which are not
necessarily located directly above a microwave source.

3.3 Scrutiny of a coronal magnetogram

Any coronal magnetogram shows the features intrinsic to the magnetic field
distribution in the QTR projected to the plane of view. We will specify some ap-
parent features in terms ofP = ρV /ρV◦ to observe the normalization procedure
results.

(a) Since the photospheric neutral line is a lower border of the QTR, it is
evident that the projection of the strongest coronal field(−1 < P < 0)
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should be closer to the neutral line than that of the weakest field(0 <
P < 1). This is true as far as the frequency of observations is concerned:
the higher the frequency is, the closer the depolarization line,P = 0, lies
to the neutral line (Figure 7.1).

(b) The weaker the field in the QTR(P > 0), the faster the movement of
its projection will be during the polarization inversion (Figure 7.8). The
strong coronal field(P < 0) at a low height is responsible for a slow
movement of its projection.

(c) The depolarization line, as well as anyP = constant line in the plane
of view, tends to move toward the W solar limb during the polarization
inversion (Figure 7.8).

Some small-scale structural peculiarities of an AR magnetosphere, such as
neutral points, are supposed to be watched with the coronal magnetograms in
hand.

A QT surface itself is a significant geometrical feature. It presents a large-
scale outline of an AR magnetosphere, if the direction of the line of sight is also
taken into consideration. The FASR telescope will enable us to get not only a
full-range coronal magnetography, but also to retrieve the 3D geometry of the
QTR throughout an AR magnetosphere.

4. Summary and Conclusions

The experience accumulated suggests that the frequency range around 7 GHz
is convenient for the measurements in the QT region (Peterova & Akhmedov
1974; Gelfreikhet al.1987). A fairly polarized sunspot-associated source at 7
GHz can be differentiated from a loop-associated source with its distinct internal
magnetic structuremagnetic,structure (Alissandrakis & Preka-Papadema 1984).
The higher the circular polarization of a microwave source, the more reliable
is the distribution of polarization over the source and hence the more reliable
is the resulting coronal magnetogram. As far as the feasibility of coronal field
measurements at cm wavelengths using the polarization inversion phenomenon
is concerned, the measurements have proved to be effective up to 17 GHz (
Ryabovet al. 1999; Ryabovet al. 2004). The coronal fields of 20–40 G at
the heights of (7.0–5.5)×109 cm (Alissandrakis 1999; Leeet al.1998) and of
100 G at3.5× 109 cm (Alissandrakis 1999; Ryabovet al.1999) may be cited
as characteristic values, though the natural height variations from one active
region to another are high.

An occasional character of the polarization inversion and the required avail-
ability of a polarized source beneath the QTR are the drawbacks of the mea-
surements from the QT-propagation. The inversion predictions based on the
known regularities (§ 2.1) and the analyses of the sizable polarized sources for
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the coronal magnetography service are under development now (Ryabovet al.
2004; Bezrukovet al.2004).

The measurements discussed above are complementary to the radio mea-
surements through gyroresonance emission, discussed in Chapter 5, by White
and bremsstrahlung emission, discussed in Chapter 6, by Gelfreikh. The former
are complemented by the evaluation of weaker magnetic fields (down to 1 G
at cm wavelengths), and the latter are complemented by the determination of
transverse magnetic fields. It should be noted that the measurements through
the QT-propagation do not depend on the emission mechanism operating in a
polarized source.

The 2D coronal magnetography through the QT-propagation is a new tech-
nique. The subsequent coronal magnetic field measurements with the NoRH,
the SSRT, and the VLA have shown the application areas and limitations of the
technique. The essential part of this technique, the normalization procedure,
should improve radically given more complete spectral and spatial observations.

The wave propagation theory being developed by Segre and Zanza (2001)
shows that much more information can be gained in the course of polarization
inversion from the radio observations in the four Stokes parameters. For exam-
ple, the detection of Faraday rotation above the line of zero circular polarization
(Alissandrakis & Chiuderi Drago 1994) provides magnetic fields higher in the
solar corona than other measurements do. The product of electron density and
the scale of the magnetic field divergence involved in the coronal magnetog-
raphy (see equation 7.3) can also be determined along with the magnetic field
strength in the QTR (Segre & Zanza 2001).

A potent technique of coronal magnetography could be based on nearly
simultaneous radio mappings over a wide range of frequencies. A set of zero
polarization lines detected within a microwave source at a number of frequencies
will ensure a full-range magnetogram and provide the highest sensitivity to
coronal magnetic fields in the QTR. The forthcoming Frequency Agile Solar
Radiotelescope will promote the coronal magnetography technique as well as
an allow in-depth study of other aspects of the inversion phenomenon.
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Abstract This chapter reviews the physics of solar flares, with special emphasis on the
past decade. During this decade firstYohkohand then TRACE have drastically
improved our observational capabilities for flares, with contributions also from the
essentially non-flare instrumentation on SOHO and of course the ground-based
observatories. In this review we assess how these new observations have changed
our understanding of the basic physics of flares and consider the implications
of these results for future observations with FASR. The discussion emphasizes
flaring loops, flare ejecta, particle acceleration, and microflares.
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1. Introduction

The physics of solar flares seems too broad a subject to review adequately
within the confines of a single chapter, so we have adopted an alternate strategy
here. We pick several key topics and for each briefly review its history, its
development in theYohkohera (mainly the decade of the 1990s), and its potential
for development via future observations. We hope to have touched upon the
most important new developments related to solar flares, and regret that space
does not allow a complete description of any of them.

A solar flare is a sudden brightening in the solar atmosphere, typically spread
across all atmospheric layers and involving substantial mass motions and par-
ticle acceleration. Brightening implies energy dissipation, and the consensus
now holds that the energy for a flare had been stored magnetically in the corona
prior to the event. This energy builds up relatively gradually as the result of
deep-seated convective motions that deliver magnetic stress into the corona
in the form of non-potential magnetic fields; the twist representing this non-
potentiality may reside in an emerging flux system. Radio observations from
the 1950s, and then X-ray andγ-ray observations from space from the 1960s,
revealed that solar flares begin with high-energy processes. The key elements
are accelerated particles, the “evaporation” of large masses of high-pressure
plasma into coronal magnetic loops, and (frequently) magnetic eruptions as
observed in a variety of wavelengths. While almost all of these components
had been known prior to the launch of theYohkohobservatory in August, 1991,
the decade that followed saw great clarification of the observational situation.

The specific topics discussed here are theflare concept, flare loops, particle
acceleration, ejections (including global waves), and microflares. We start with
a brief review of new observational capabilities (Yohkoh, SOHO, and TRACE),
and end with a discussion of how flare models and theories have changed. In
this limited review we cannot cite the literature comprehensively, but we do
try to give both early and modern references wherever possible. Finally we
do not generally discuss FASR’s capability, because other chapters cover this,
but our choice of topics emphasizes areas where FASR will contribute in major
ways. Yohkohhas made major contributions to identifying and understanding
the wealth of radio observations of the solar corona.

2. New Observational Capabilities

2.1 Yohkoh

Yohkohcarried two imaging instruments, the Hard X-ray Telescope (HXT;
15–93 keV) and the Soft X-ray Telescope (SXT;∼3–50̊A), as well as two
instruments for spectroscopy (WBS and BCS), as summarized in Table 8.1.
The observations extended from 1991 September to 2001 December.
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The SXT used grazing-incidence mirrors and a CCD readout (Tsunetaet al.
1991), and thus was a second-generation instrument following the film readouts
of the Skylab soft X-ray telescopes. The new instrument had lower scattered-
light levels, better spectral selection, better off-axis angular resolution, and
(most important) the CCD. The linearity and speed of this type of detector
readily allowed movie representations of the data. This made motions easier
to recognize, and small-scale motions turned out to be almost ubiquitous, as
suggested by the Skylab data (Gerassimenkoet al.1974).

The HXT (Kosugiet al. 1991) followed the earlier hard X-ray imagers on
the Solar Maximum Mission and Hinotori. Its innovations consisted of speed
(large effective area), plus a four-channel spectral capability extending over
∼15–93 keV.

Table 8.1. Instruments On BoardYohkoha

Instrument Type Spectral range

HXT Synthesis imaging 15–93 keV (4 channels)
SXT Direct imaging ∼3–50̊A (5 filters)
BCS X-ray line spectroscopy Sxv, Caxix, Fexxv, Fexxvi
WBS Broad-band spectroscopy ∼3 keV–20 MeV

aSvestka & Uchida 1991

2.2 SOHO and TRACE; other facilities

The Solar and Heliospheric Observatory (SOHO), launched in 1995, carries
instruments not optimized for flare research, but which have produced copious
new results on flares; TRACE, launched in 1998 (Handyet al.1999) remedied
the lack of time resolution for UV and EUV observations and has also produced
extensive flare observations. RHESSI, launched in 2002 (Linet al.2002), un-
fortunately does not overlap with theYohkohobservations. The other facilities
contributing greatly to our understanding during theYohkohera have been for
the most part ground-based observatories, including the radioheliographs at
Nançay, Nobeyama, and Owens Valley, and the VLA.

3. The Flare Concept

A general definition of “solar flare” was given in the Introduction. In this
section we discuss the current state of knowledge of the geometry and physics
of a solar flare in order to introduce concepts and terminology. The following
sections then discuss what we think are the most relevant outstanding issues
related to future observations with FASR: magnetic loop structure, particle
acceleration, ejection and magnetic-field restructuring, and microflares. In
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much of the discussion we make use of the language of the “standard model”
of a flare (or a CME), namely that of large-scale magnetic reconnection. In the
Yohkohliterature this is often referred to as the CSHKP model (Carmichael-
Sturrock-Hirayama-Kopp-Pneuman). (See Aschwanden 2002; Priest & Forbes
2002 for modern descriptions).

3.1 Confined and LDE flares

The Skylab data led to a two-element classification of solar flares intocon-
finedanderuptivecategories (Pallaviciniet al. 1977), and this classification
appears to work well enough for theYohkohdata as well (§ 6). The confined
flares typically appear as small bright loops with little large-scale motion other
than that attributed to evaporation flows along the loops; the eruptive flares
tend to lead to long-decay events (LDEs; MacCombie & Rust 1979) with an
arcade of loops, and to be more strongly associated with coronal mass ejections
(CMEs). In both cases one can have a full development of radiative signatures
across the whole spectrum, in the extreme ranging from kilometer wavelengths
to high-energyγ-radiation, plus the emission of energetic particles from the
Sun.

As has been well-known from the classical Hα observations of solar flares,
even powerful eruptive events can sometimes occur in essentially quiet regions
or in active regions so feeble as not to support sunspots. Such events were
observed with Skylab in soft X-rays, forming the extreme end of the LDE pop-
ulation, and in theYohkohera we often refer to these as “global restructurings.”
These events appear in soft X-ray images as giant arcades, sometimes extending
more than one solar radius in length. They generally arise in filament chan-
nels, and the largest ones occur in the polar-crown filament regions. We identify
them with two-ribbon structures analogous to those of eruptive flares but outside
active regions, as observed in the chromosphere (Harveyet al.1986).

3.2 Flares and CMEs

The relationships between flares and CMEs have excited extensive discus-
sion and some controversy. See Cliver & Hudson (2002) for recent impressions
of this subject. Briefly speaking, flare physics is best known through radiation
signatures, and CMEs through motions of coronal material seen with a coro-
nagraph or other coronal imager. The eruptive flares involve mass motions as
well, and often the same structures (filaments) can be identified in both flares
and CMEs. Flares occur more frequently than CMEs; most of the powerful
flares (GOES X-class) have closely-associated CMEs with comparable total
energy, although a few do not. Similarly a few of the most spectacular CMEs
have negligible flare effects in the low corona, most famously the event of 1997
January 07 (Webbet al.1998). The flare/CME association involves high-energy
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particle signatures well studied via coronal radio emission at metric and longer
wavelengths (see Chapter 2) and byin-situobservations in the heliosphere.

The flares/CME connection became controversial in the 1990s, when there
were suggestions that CMEs directly caused flaring, leading to the confusing
usage “post-eruption loops” as a synonym for “eruptive flare.” TheYohkoh
era has seen much more detailed study of the relationship between flare and
CME processes, to the extent that we now do not know which causes which,
if either. It may depend upon the type of event, since the data clearly show
more than one kind of CME. While unquestionably signatures of a coming
eruption (e.g., the activation and slow rise of a filament) may precede the main
flare effects, the actual eruptions appear to go hand-in-hand with the flare’s
radiation effects (Hudson & Webb 1997; Zarroet al. 1999). Zhanget al.
(2002) have confirmed the close simultaneity of CME acceleration and flare
brightening found originally from theYohkohobservations of expanding loops
and dimmings. We now recognize that CME acceleration may coincide well
with the impulsive phase of its associated flare (Nitta & Akiyama 1999; Zhang
et al.2002). But even with our superior new data it seems premature to decide
on the direction of causality, and indeed the flare and CME processes may be
too closely intertwined physically to make this a meaningful exercise (Hudson
& Cliver 2001; Zhanget al.2001).

4. Flare Loops

The corona consists, we believe, of a volume-filling magnetic field populated
by hot plasma (the corona) in an intermittent manner. From the Skylab era we
have known that there is no such thing as a smooth background corona, and that
magnetic loops define structures everywhere within the coronal volume. When
a flare occurs, soft X-ray observations typically show the sudden formation
of bright closed loops; this brightening results from the expansion of new hot
plasma from below into already well-defined coronal structures (Figure 8.1).
The footpoints of the flare loops first become bright across a wide spectral
range, and then the whole loop appears in high-temperature observations. The
cooling post-flare loops fade gradually with time as the gas pressure decreases
and the excess mass eventually drains back out of the corona. In this gradual or
decay phase of a flare there is a definite temporal relationship between density
and temperature, as discovered in numerical simulations by Serioet al.(1991):
n2

e ∝ Te (Takahashiet al. 1996), wherene, Te are the electron density and
temperature respectively.

A flare observed in soft X-rays consists mainly of one or more magnetic loops;
in every event these include almost stationary loops that appear (footpoints first)
and then fade with time. In the LDEs (Long Decay Events) this gradual phase
(fading) may be protracted to the extent that energy input must continue, since
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Figure 8.1. Soft and hard X-ray observations of the “Masuda flare”, 1992 January 13, which
nicely illustrates the coronal loop structure of a flare. Background image: soft X-rays (1992
January 13; reversed color table) fromYohkohSXT. Contours: left, 15–23 keV; right, 23–33 keV
from YohkohHXT. The contour above the soft X-ray loop shows the location of the Masuda
source, and the contours at the ends of the soft X-ray loop show the hard X-ray footpoints.
Although the contours tend to obscure them in this representation, the footpoints are also bright
in soft X-rays.

the observed cooling time exceeds that expected theoretically (MacCombie
& Rust 1979; van Driel-Gesztelyiet al. 1997) over the lifetime of the loops.
New loops must be appearing successively in the gradual phase, giving the
(illusory) appearance of slow loop growth. This requirement helped to drive
the development of the large-scale reconnection models, in which field lines
opened during the flare process would then close, releasing magnetic energy to
power the late phase of the flare.

In eruptive events some loops are violently ejected during the impulsive
phase (Canfieldet al.1992; de Jageret al.1984); this topic is deferred until§ 6.

4.1 Footpoints, coronal spectroscopy, and evaporation

The footpoints of the flare loops often brighten impulsively (Figure 8.1).
While this was known from earlier observations (Hoynget al.1981), the HXT
data established the presence of this process for flares of GOES class C or above,
and have allowed interesting time-resolved studies (Sakaoet al.1998; Masuda
et al.2001). Related impulsive brightenings take place all across the spectrum,
including the “white light flare” phenomenon; the SXT observations clearly
established this relationship (Hudsonet al. 1992) and also show impulsive
emission in soft X-rays as well (McTiernanet al.1993; Hudsonet al.1994).
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The footpoints show where chromospheric material is being heated, ionized,
and channeled into the corona by the magnetic field (Neupert 1968). The
existence of such a phenomenon has long been inferred (more or less indirectly,
in the absence of direct imaging) from the observation of EUV line shifts (e.g.,
Actonet al.1982; Bentleyet al.1994).

The Bragg Crystal Spectrometer (BCS) on boardYohkohcontinued the work
of high-resolution X-ray spectroscopy of solar-flare plasmas (Culhaneet al.
1991).Yohkohlacked imaging spectroscopy, but SOHO instruments overcame
this problem to a certain extent. Unfortunately they were not optimized for
rapid time variability, and the SOHO spectroscopic instruments tended to avoid
flare observations. However the evaporation flow has now also been imaged
spectroscopically via SOHO (Czaykowskaet al. 1999) even though a direct
association with particle precipitation remains problematic (Czaykowskaet al.
2001), at least in the late phase of an LDE.

The soft X-ray emission lines in flares typically show “nonthermal broad-
ening;” the line widths exceed those expected from the thermal motions of the
emitting ions. Determining the physical location of this signature (loop top or
footpoints?) clearly would help us to understand flare evolution; if the nonther-
mal broadening results from small-scale turbulence, this might be identified
with the site of the energy conversion. Without spatial resolution,Yohkohef-
forts to localize the nonthermal broadening made use of limb occultation. Khan
et al. (1995) studied a sequence of nearly homologous flares that were succes-
sively occulted by the limb, and found no substantial difference in nonthermal
broadening. On the other hand Mariskaet al. (1996) studied a different (but
still small) sample of events, finding a tendency for the nonthermal broadening
to be greater in the footpoints of the flare loops. Similarly the interpretation of
the time-series development of nonthermal broadening (Alexanderet al.1998)
is ambiguous. Alexanderet al. (1998) and Harraet al. (2001) argue that the
nonthermal broadening may appearprior to the impulsive hard X-rays, thus
suggesting an early turbulent phase of energy release; Mariska & McTiernan
(1999) and Rannset al. (2001) on the other hand, find a closer relationship
between the two signatures. These results are therefore ambiguous, but there is
hope — Solar-B will have much better EUV imaging spectroscopy and should
overlap with FASR.

4.2 Arcades

In many flares an elongated arcade of loops develops, probably never more
spectacularly than in the “Bastille Day flare” of 2000 (Figure 8.2). These consti-
tute one of the two categories of flare noted by Pallaviciniet al.(1977), namely
the compact loop flares and the eruptive flares, and this categorization appears
to have a counterpart in the morphology of solar energetic particles (SEPs) ob-
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served in the heliosphere (e.g., Reames 1999). The loop and footpoint behavior
of these two types of flare do not separate into any kind of bimodal distribu-
tion, since a compact flare loop has two footpoints equivalent to short ribbons.
Bimodal behavior is seen more strongly in the SEP events—“impulsive” and
“gradual” SEP events do occur, with the former associated more strongly with
impulsive flares and the latter with CMEs (Reames 1999).

Figure 8.2. Yohkoh SXT difference image (left) and TRACE image (right) of the arcade flare
of 2000 July 14 (“Bastille Day flare”), not to scale. The SXT difference images shows (as
black) the pre-flare sigmoid, and (as white) the flare arcade. The TRACE image shows the full
development of the large arcade, at lower temperatures.

The arcade morphology extends beyond the eruptive flares and into the do-
main of filament eruptions (“spotless flares”) from the quiet corona (Harvey
et al.1986). More properly these might be called “quiescent filament-channel
eruptions,” since the role of the filament itself in the flare dynamics remains
unclear (note though that Low 2001, emphasizes the importance of the fila-
ment mass as an anchor for a flux rope that otherwise might rise via buoyancy).
See Engvold (1994) for a description of filament channels.Yohkoh, EIT (the
EUV Imaging Telescope), and TRACE (the Transition Region and Coronal Ex-
plorer) have observed many such arcade events, which may appear in GOES
non-imaging X-ray data as long-decay events (LDEs)—or they may not; they are
cooler and fainter than active-region events and frequently cannot be detected
in whole-Sun X-ray data above the background, even if their X-ray images are
striking. We suggest that similar physics, including the nonthermal aspects
(e.g., Dennis & Zarro 1993), extends through this category of flare as well as
through the active-region events.

The SXT observations of arcades revealed something not obvious in the EUV
images: cusp-shaped structures, as shown in Figure 8.3. Because these resem-
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ble the general geometry of large-scale reconnection (and also the geometry of
coronal streamers in particular) this observation immediately supported flare
models involving reconnection (possibly, from the streamer analogy, between
field lines which have been opened; see Hieiet al. 1993). Further evidence
came from (i) the temperature structure observed by SXT in certain flares which
suggested the pattern of slow shocks in the Petschek regime (Tsuneta 1996a;
Tsuneta 1996b), and (ii) the presence of shrinkage within the cusp described by
Hiei et al.(1997)—it is this “dipolarization” of newly closed loops that actually
converts the stored magnetic energy into kinetic energy (Svestkaet al. 1987;
Forbes & Acton 1996).

Figure 8.3. A beautiful cusp (following an X-class flare of 2000 June 07), as observed by SXT.
This image shows the northern hemisphere of the Sun, and the scale can be judged from the
limb.

In the latter half of theYohkohobservations, as a result of improvements in
the observing program, observations of a velocity fields around the arcade began
to be noticed, as expected from the dimming signatures (§ 6.2). Yokoyamaet
al. (2001), for example, reported horizontal inward flows in a cusp geometry
towards the apparent reconnection point. This observation made use of both
EIT and SXT data, showing the temperature structure clearly, and an estimate
of the inflow speed put it at on the order of 10−3 times the Alfv́en speed.

While an inflow consistent with coronal reconnection has been reported only
for the single event of Yokoyamaet al.2001, outflows (downward, towards the
arcade) also consistent with the standard reconnection model have been detected
many times byYohkoh(McKenzie 2000) and now by TRACE as well (Gallagher
et al.2002). These flows are known as a “Supra-Arcade Downflows” or SAD
events (Figure 8.4). The first observations (McKenzie & Hudson 1999) showed
dark intrusions streaming down in between a spiky structure extending above
the late-phase arcade (Švestkaet al. 1998); such spikes form in a fraction of
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the arcade events and appear to map to individual loops of the arcade below.
The downward velocities are much smaller than the inferred Alfvén speed, and
usually smaller than the free-fall speed as well (McKenzie 2000). The intrusions
are voids (Inneset al. 2003) and occur in the impulsive phase, in association
with hard X-ray bursts (Asaiet al. 2004), as well as the gradual phase. This
downward velocity field should be distinguished from that of the well-known
“coronal rain,” which occurs in the legs of an arcade as it cools. The logical
interpretation of the SADs would be in terms of reconnection ouflow jets, but
several aspects of the observations remain puzzling (Why a spiky arcade? Why
sub-Alfvénic downflow speeds? Why do voids appear in the flow?)

Figure 8.4. Left, soft X-ray observations of a spiky arcade event. The spikes extend above the
NE limb to heights on the order of one solar radius; such events exhibit the “SAD” phenomenon
described in the text.

4.2.1 “Sigmoids” and filament cavities. The association of S-shaped
coronal soft X-ray features with eruptivity is a well-established, if not one-to-
one, relationship (Sterling & Hudson 1997; Canfieldet al.1999; Gibsonet al.
2002). Figure 8.2 shows the disappearance of a sigmoid during the eruption
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of the Bastille Day 2000 flare. This “sigmoid-to-arcade” development is a
characteristic pattern for such events (Sterlinget al. 2000), with the simple
interpretation that the sigmoid structure represents magnetic twist associated
with field-aligned coronal current flow. Hagyardet al.(1984) had already found
such regions to have enhanced flare probability. The sigmoid features probably
consist of elongated flux ropes analogous to filament cavities (Engvold 1994),
which often appear as stable features of the quiet corona and which may have
enormous spatial scales.

4.3 Loop-loop interactions

The SXT images of flares typically show multiple loops to be involved. In
many casesthree footpoints appear, showing two loops possibly interacting
within one of them. This morphology was known from the Solar Maximum
Mission (Machadoet al. 1988) and from VLA observations, but was greatly
extended withYohkohand Nobeyama observations (Hanaoka 1997; Nishioet
al. 1997). In such cases flaring in a primary compact loop sometimes appears to
trigger a response in a larger-scale loop, and the configuration is often referred
to as a “loop-loop interaction.” Such a geometry could also explain flares with
apparently over-bright footpoints (e.g., Fárńık et al. 1997), by hypothesizing
that such a footpoint actually would consist of an unresolved bipolar loop struc-
ture. Although an analysis of loop-loop behavior can be made by assuming that
the loops are discrete entities (Melrose 1997), the common assumption is that
the coronal magnetic field fills the entire volume, so that bright loops (in the
low-β limit) may not really be distinct structures. It should be noted that cases
of independent loop brightenings in flares also occur, with no apparent physical
contact between the loops.

5. Particle Acceleration

Nonthermal particles play a fundamental role in solar flares and in CMEs.
We can detect them directly in the heliosphere or remotely via their radiation
signatures in various wavelength ranges. Hard X-rays from solar flares show
the presence of energetic (semi-relativistic) electrons, accelerated by an as yet
unidentified acceleration mechanism that operates in the impulsive phase of
the flare. The significance of these observations follows from the large energy
inferred to be present in the nonthermal electrons of the impulsive phase (Kane
& Donnelly 1971).

Imaging observations in the hard X-ray range (>10 keV) only began with
the SMM andHinotori spacecraft in the 1980s, and then only over a limited
energy range. This imaging showed that fairly short (109 cm scale) magnetic
loops could be the site of energy release even for some of the most powerful
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flares; these loops revealed their presence by double footpoint sources (Hoyng
et al. 1981). In the footpoint region of a flaring loop, virtually every observ-
able wavelength may show an impulsive emission component—cm-wave radio,
white light, EUV, and soft X-rays as well as hard X-rays. Thus the phenomenon
occurring in these regions must be highly nonthermal, consistent with the pre-
cipitation of the impulsive-phase energetic electrons from the corona in the
form of directed beams.

5.1 Footpoint sources

The hard X-ray imager HXT onYohkohhas greatly expanded our knowledge
of the nonthermal particle populations in solar flares. In particular the images
showed two footpoints in the majority of the many flares observed (Sakao
1994), as illustrated in Figure 8.1. In other cases HXT only showed a single
brightening, which could be interpreted as unresolved footpoints; in other cases
more than two footpoints appeared. In most cases the soft X-ray images from
SXT showed coronal loop structures connecting pairs of footpoints.

Sakao (1994) noted a tendency towards footpoint asymmetry, in the sense that
the brighter footpoint of a conjugate pair tended to have the weaker photospheric
magnetic field as inferred from a magnetogram. This would be consistent with
the magnetic mirror force restricting the electron propagation. More interest-
ingly still, Sakaoet al. (1998) found that the footpoints moved during the flare
development, but not always in the direction (greater separation) expected from
the standard reconnection model. This has opened an active field of research,
in which the footpoint motions are interpreted in terms of their coronal con-
nectivity (Somov & Kosugi 1997; Fletcher & Hudson 2001; Sabaet al.2001;
Qiu et al. 2002; Somovet al. 2002). The observations in principle help in
understanding not only the geometry of the magnetic restructuring causing the
flare, but also its energetics since the nonthermal electrons carry such a large
fraction of the total flare energy.

A ubiquitous “soft-hard-soft” pattern of spectral evolution (Parks & Winck-
ler 1969; Fletcher & Hudson 2002) appears in the hard X-ray footpoint sources.
There exists a theoretical description (Benz 1977; Brown & Loran 1985) based
upon stochastic acceleration. Theories of impulsive-phase particle acceleration
involving large-scale shock waves (Tsuneta & Naito, 1998) or acceleration ac-
tually in the reconnection region (Litvinenko 2000) need to be shown consistent
with this soft-hard-soft pattern.

5.2 Coronal sources

Yohkohsoft X-ray observations show us the active behavior of all domains in
the solar corona, and so the X-ray counterparts of the metric burst classification
(types I through V) have all been identified. The results are clearest for the
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type II and type III bursts, as described elsewhere in this Chapter. Furthermore
significant progress has been made in our understanding of the highly complex
decimetric band, in particular the drifting pulsating sources (Kliemet al.2000;
Khan et al. 2002). The “Masuda flare” phenomenon (Masudaet al. 1995)
has had a substantial impact on our thinking about the physical mechanisms at
work in solar flares. Briefly this refers to the presence of a hard X-ray source
in the coronaabovethe soft X-ray loops, visible during the impulsive phase
of a flare as illustrated in Figure 8.1. The only feasible explanation for this
phenomenon appears to be the presence of a sufficient target density in the
emitting region (Fletcher 1995; Wheatland & Melrose, 1995; Conwayet al.
1998), in order that the inefficient thin-target bremsstrahlung process would be
detectable. The need for high density can be mitigated by trapping (Fletcher &
Martens 1998), but this depends upon the unknown field geometry as well as on
the acceleration mechanism. The standard reconnection models envision low-
field regions (actually nulls in 2D models) which could serve as particle traps.
The Masuda source occurs during the impulsive phase of a flare but appears to be
unusual, in that surveys (Petrosianet al.2002; Aschwanden 2002) only revealed
a handful of such Masuda events amongYohkoh’s many flares. The prototype
flare of 1992 January 13 (Figure 8.1) appears to have a high trapping efficiency
(Aschwandenet al.1999), which could be consistent with the time scale needed
for the evaporation of sufficient material to form a dense bremsstrahlung target.
Metcalf & Alexander (1999) have carried out a detailed analysis of the target
density requirement in view of the spectral evolution in the Masuda source.

Upon its discovery the Masuda source was immediately interpreted in terms
of the standard reconnection model (Masudaet al.1995) involving a fast-mode
MHD shock terminating the reconnection outflow. The hard X-ray source could
arise in particle acceleration either at the shock itself via the Fermi mechanism,
with trapping by the paired slow-mode shock structures present in the standard
(2D) reconnection model (Tsuneta & Naito, 1998). This attractive idea has
the added advantage that the particle acceleration takes place not at the point
of reconnection, which may have a low density (the “number problem”; see
Brown & Melrose 1977), but in a closed loop structure that may already contain
electrons or else gain additional electrons via the mechanism of chromospheric
evaporation driven by the overall process. A stochastic acceleration model in
a similar geometry (Larosaet al. 1996; Jakimiecet al. 1998) could also be
consistent with the presence of energy conversion above the loop top.

In addition to the Masuda sources, closely related to the impulsive phase
and to the flare loops themselves, there are other coronal hard X-ray sources
more closely associated with eruption and CME development (Cliveret al.
1986 and references therein). To observe coronal hard X-ray sources with good
sensitivity, it is best to study flares for which the bright footpoint sources are
occulted (e.g., Tomczak 2001). A recentYohkohexample has been discussed by
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Sato (2001), who found good evidence for the trapping of nonthermal electrons
in coronal loops. Hudsonet al.(2001) also found a moving source from an over-
the-limb flare on 2001 April 18. The hard X-ray source emerged from behind
the limb in the form of a compact structure identifiable with a microwave source,
and moved outwards at∼103 km s−1.

5.3 Energetic ions

The energetic ion component (>1 MeV) of a solar flare, as revealed by its
γ-ray line emission spectrum, may contain energy rivaling that of the impulsive-
phase electrons and therefore of the entire flare process (Ramatyet al. 1995).
Yohkohconfirmed the existence of two types of solarγ-ray bursts (Yoshimori
et al.1999), namely the normal events and the so-called “electron-rich” events.
We expect substantial progress inγ-ray line spectroscopy from RHESSI (the
Reuven Ramaty High-Energy Solar Spectroscopic Imager, launched in Febru-
ary 2002; see Linet al.2002).

6. Ejections

Flares originally were called “eruptions” by Hale, and we know now that
this was apt terminology: an explosive restructuring of the coronal magnetic
field often plays a key role in the physical development of a flare. Almost
invariably, for the most powerful flares, this involves loop ejections, global
wave generation, and the occurrence of a CME. De La Beaujardière et al.
(1995) and Greenet al. (2002) have shown, however, that even major flares
sometimes consist of “confined eruptions” that have no significant counterparts
in the upper corona.

6.1 Parallel and perpendicular flows

Movie representations of the images often show motions both perpendicular
and parallel to the inferred field direction.Yohkohobservations in particular
immediately revealed parallel flows in the form of X-ray jets, previously un-
known, often with apparent velocities on the order of 103 km s−1 (Shibataet
al. 1992; Stronget al. 1992). These jets are highly-collimated plasma flows
emerging from the vicinity of flaring loops (microflares; see§ 7), often found
in the leading-polarity region of a sunspot group (Shimojoet al. 1998). They
also apparently mark the locations of channels for certain type III radio bursts
(Aurasset al.1994; Kunduet al.1995).

The perpendicular motions (restructurings) occur in strong association with
CMEs (Nitta & Akiyama 1999), but also at lower speeds in expanding active
regions (Uchidaet al.1992). Flares, especially major ones, frequently exhibit
high-speed ejections (Hudsonet al.1996; Ohyama & Shibata 1998; Inneset al.
2001). It is worth emphasizing thatnon-radialmotions may characterize the
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early development of a flare ejection; this is often the appearance fromYohkoh
images, although one cannot be sure because of the geometrical projection
effects, but it can be demonstrated with full 3D reconstructions using high-
resolution spectroscopic imaging (e.g., Penn 2000).

6.2 Dimming

Dimming at soft X-ray and EUV wavelengths has become a prominent sig-
nature of coronal mass ejections, analogous to the “coronal depletions” seen
in white light (Hansenet al. 1974). Because they have broad temperature re-
sponse, both the white-light and X-ray decreases suggest a simple explanation:
the dimmed material has been released to expand into the solar wind. We can
distinguish four types of dimming (Hudson & Webb 1997), all of which closely
match the increase of flare brightening (Table 8.2) in temporal development.

Table 8.2. Soft X-ray Coronal Dimming

Type Prototype Reference

Transient coronal hole 1997 October 23 Rust 1983
Diffuse 1992 February 21 Hudsonet al.1995
Loop expansion 1994 November 13 Nitta & Akiyama 1999
Disappearing TILa 1998 May 06 Khan & Hudson 2000

aTransequatorial interconnecting loop system.

From the original observations it was clear that the dimming time scale was
inconsistent with cooling time scales, and hence must involve expansion of the
field (Hudsonet al.1996); in some cases this expansion appears to be arrested
(de La Beaujardìereet al.1995; Greenet al.2002), but normally it involves the
opening of active region magnetic field lines into the interplanetary medium as
a part of a CME. The SXT data show unambiguously that the temporal pattern
of the dimming reflects that of the flare brightening, a result significant for
discussions of flare/CME relationships (§ 3.2).

The trans-equatorial interconnecting loops (TILs) link active regions, or their
near vicinities, across the solar equator (e.g., Svestkaet al.1977, Pevtsov 2000).
These TILs tend to have greater visibility in soft X-rays than in the lower-
temperature EUV observations from EIT (as do the sigmoids; see§4). This
points to the existence of a heating mechanism that may differ from that re-
sponsible for bright loops in active regions, which have small spatial scales,
short time scales, and originate in strong-field regions. Note that filament chan-
nels, which also contain long field lines, tend to be cool and dark in soft X-rays.
In a striking observation Khan & Hudson (2000) found that such a loop struc-
ture may suddenly disappear (Figure 8.5). The event of 1998 May 06 (see also
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Figure 8.5. Disappearing trans-equatorial interconnecting loop (TIL) associated with the blast
wave and CME of the flare of 1998 May 06 (Khan & Hudson 2000). The left two panels show
the W limb of the Sun before and after the disappearance; the right panel shows the difference
at higher image contrast; the dark outline of the TIL represents dimming.

§ 6.3) was the first of a set of three nearly homologous disappearances. Khan &
Hudson (2000) found that the timing suggested a disruption of the TIL by the
flare blast wave; the TIL morphology closely agreed with the initial appearance
of the CME as viewed by the LASCO coronagraphs.

6.3 Global waves

Prior to the 1990s, we knew of the existence of global coronal shock waves
(analogous to supernova shocks) via their Moreton wave and meter-wave type II
radio signatures. The obvious prediction forYohkohwas there: SXT could
observe the solar corona directly in its soft X-ray emission, and therefore the
weak fast-mode MHD shock responsible for a type II burst (see Uchida 1968),
because it was compressive, should produce a bright ripple visible in a flare
movie sequence.
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In fact it required almost a decade before such sources were clearly identi-
fied (Khan & Aurass 2002; Narukageet al. 2002; Hudsonet al. 2003). The
reasons for this delay are complex, but in the meanwhile the EIT instrument on
SOHO had made clear detections of related coronal waves (Moseset al.1997,
Thompsonet al. 1998). Although considerable debate has accompanied the
development of consensus on this point (e.g., Cliver & Hudson 2002), we now
feel sure that two types of large-scale waves occur. The immediate blast wave
begins in the magnetic-restructuring disturbance at the onset of the flare impul-
sive phase; as it moves outward it develops into a fast-mode MHD shock wave
and “ignites” as a type II burst at metric wavelengths (e.g., Vršnak 2001). At the
same time the CME, if one occurs, moves outward and drives an interplanetary
shock ahead of it. This wave, unlike the blast wave, can continue as long as the
CME propagates supersonically; when it arrives at the Earth it makes a clear
signature in the geomagnetic field (the “storm sudden commencement”).

The observations of the 1998 May 06 wave event in soft X-rays (Figure 8.6)
allowed us to study its development within 109 cm of the flare core. In fact,
the wave did not appear to originate at the core loops of the flare, but rather
from a radiant point significantly displaced from it. This tends to rule out a
“pressure pulse” explanation for the wave formation, and instead points to the
field restructuring itself as the direct cause—not an implausible situation in
what is believed to be plasma at lowβ, where gas pressure itself should have a
negligible effect.

The “EIT wave”EUV,wave phenomenon (Thompsonet al. 1998) actually
now appears to comprise both blast waves and restructurings (Delannée 2000).
The fastest of the waves have a strong correlation with flares and type II bursts
and thus agree with Uchida’s unifying theory of type IIs and Moreton waves
(Bieseckeret al.2002).

7. Microflares and Nanoflares

“Microflares,” in the sense of flare-like events with total energies on the
order of 1026 erg, were already evident in the GOES data, a B1 event being
about 10−4 the energy of a GOES X10 event. Theoretical insight (Parker 1988)
and hard X-ray observations (Linet al. 1984) suggested that tiny nonthermal
events might play a major energetic role in active regions or even the entire
corona. But to do so required “nanoflares,” even tinier events whose numbers
and frequency might merge into the appearance of a continuous heating of the
coronal plasma. Hudson (1991) pointed out that the microflare observations
(from various sources) in fact showed occurrence-frequency distributions of
total flare energyW for which N(W ) ∼ W−α, with α < 2. The energy
in such distributions is dominated by large events, not small ones, and so the
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Figure 8.6. Soft X-ray signature of 1998 May 06 wave. The image shows a difference image
at a 40 s spacing from the SXT AlMg filter with 10′′ pixels, at a time several minutes after the
initiation time of the event as determined by its radiant (Hudsonet al.2003). The neutral gray
area, including the vertical spike, show regions of CCD saturation; field-of-view∼10′.

nanoflare phenomenon needed to be found in events not strictly resembling the
flares and microflares. The SXT observations provided the first good imaging
X-ray data for this purpose with adequate temporal sampling.

The Yohkohsoft X-ray imaging immediately revealed the locations of the
smallest GOES events, which for the most part turned out to be flare-like bright-
enings in active regions (Shimizuet al.1992). These then were the soft X-ray
counterparts of the hard X-ray microflares originally observed by Linet al.1984.
Detailed studies in soft X-rays (Shimizuet al.1994) and at other wavelengths
(White et al. 1995; Garyet al. 1997; Shimizuet al. 2002) have subsequently
provided little evidence to suggest the presence of any substantially different
physics represented; hence “microflare” seems a reasonable name for a flare-
like event on such a scale. The microflares occur in a power-law distribution
with total energy in a manner consistent with flare observations (e.g., Hudson
1991; as shown in Figure 8.7 they span the energy range down to about 1027 ergs
before a roll-over attributable to selection effects for the smaller events.

Despite these results some controversy has continued to simmer, as EUV ob-
servations of these microflares and of still smaller “micro-events” in the quiet
Sun (e.g., Berghmanset al.1998; Parnell & Jupp 2000; Aschwanden & Char-
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Figure 8.7. Energy distributions for microflares observed with theYohkohSXT (Shimizu 1995),
incorporating plausible physical models to scale the total energy. The flattening of the distribution
for small event energies represents detection threshold.

bonneau 2002; Benz & Krucker 2002) became available. Partly this may have
stemmed from the more complex morphologies of the EUV observations but
the ambiguities of the modeling needed to interpret the observations physically
also seems to have contributed to the continuing discussion. Can the microflares
themselves be taken as a signature of coronal heating? The flatness of the dis-
tribution function suggests not (Hudson 1991), but the conversion from any
observable signature to the total energy of an event requires extensive model-
dependent adjustments and we may not know how to do it correctly. To answer
this question one must deal correctly with sampling bias—the equivalent of the
cosmologist’s “Malmquist bias” (Aschwanden & Charbonneau 2002). Our cur-
rent knowledge of the energies and distributions of flare-like events, at present,
suggests that they have little to do with the heating of the general corona.
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8. Evolution of Flare Theories and Models

Theories of flares and CMEs, often indistinguishable in their essence, have
generally followed the line of the standard large-scale reconnection (CSHKP)
model. This involves either an ideal MHD catastrophe or a dissipative process
that opens the magnetic field of an active region, allowing it to re-form with
energy release into the cusped arcade structure made familiar withYohkohim-
ages (Priest & Forbes 2002). Theoretical treatments of these phenomena based
upon MHD will always have trouble with self-consistency, however, because of
the strong effects of particle acceleration. Recent work has emphasized the 3D
nature of the phenomena, the topology of the coronal magnetic field in terms of
separatrices or “quasi-separatrix structures” that separate domains of connec-
tivity, the role of statistical sub-processes working in a self-organizing manner,
and the physics of magnetic helicity.

At the simplest level of this theoretical work, there is now convincing ev-
idence, in the late phases of eruptive flares, for the large-scale reconnection
picture presented by CSHKP models. Current thinking distinguishes between
eruptions occurring from “tether-cutting” reconnection (Moore & Labonte 1980)
which can occur in an essentially bipolar magnetic configuration, and eruptions
requiring more complex connectivity (e.g., the “breakout” model of Antiochos
1998). One apparent problem of all such magnetic models is the need to cir-
cumvent the “Aly conjecture,” which suggests that the open configuration of
the field has greater energy than the closed configuration. Opening the field
therefore would absorb energy, rather than releasing it as observed during a
flare. How to avoid this problem remains unclear, but there are suggestions
that the problem does not exist for partial eruptions of the field (Sturrocket al.
2001), or that the conjecture itself may simply be wrong (Choe & Cheng 2002).

The idea that magnetic energy stored slowly in the corona can be released
suddenly to power a flare or CME is almost unanimous. Unfortunately we
have only sketchy knowledge of the coronal magnetic field because of the
extreme difficulty of direct observations and because extrapolation from the
photospheric magnetograms has fundamental uncertainties. Thus it has recently
become interesting to make use of the flare observations to define both the
connectivity and also infer something about the site of energy storage and
release. In particular Aschwanden (2002) has developed a comprehensive view
of flare structure including the use of accelerated particles both as tracers in the
lower atmosphere and also as time-of-flight guides to the middle corona where
energy may be stored.

9. Conclusions

Even though many of theYohkohobservations were merely nice refinements
of earlier discoveries, many also have had “breakthrough” quality. This decade-
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long flood of wonderful observations has taught us a great deal, and from the data
archive many research workers around the world are still finding new things.
With RHESSI to fill in some of the gaps and to extend our knowledge in the
key area of nonthermal particle behavior, the epoch beginning in 1991 will no
doubt be recognized as the most important yet for our understanding of flare
physics. From the theoretical point of view, we are now beginning to study the
3D geometry of the flare catastrophe, and it is very interesting—FASR will help
greatly on this score, because of its capability to make direct coronal magnetic-
field measure (see Chapter 12). This suggests the possible development of
coronal loop seismology (see Roberts 2000 and references therein) leading to
inference of coronal properties such as the magnetic field intensity (Nakariakov
& Ofman 2001).
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Chapter 9

ELECTRON TRANSPORT DURING
SOLAR FLARES

Jeongwoo Lee
Physics Department, New Jersey Institute of Technology, Newark, NJ 07102, U.S.A.∗
leej@njit.edu

Abstract In this chapter we discuss microwave observation as a tool for investigating ki-
netic process of high energy electrons in solar flares. An ultimate goal of such
studies is determination of electron evolution as a result of acceleration and trans-
port in the presence of inhomogeneous magnetic field, and our focus is on why
microwave radiation should be adequate for achieving this goal. The microwave
studies devoted to such problems are briefly reviewed, and the main paradigms
are expressed in simple formulations for so-called trap-and-precipitation systems.
These formulations are then taken as a basis for organizing and illuminating con-
temporary ideas that recently emerged, including direct precipitation, various
pitch angle scattering, and energy variation. The ideas enlarged from the discus-
sions may guide the use of the FASR as an exceptional tool for solar flare study.

Keywords: acceleration of particles — Sun: flares — Sun: radio radiation — Sun: magnetic
fields — radiation mechanisms: nonthermal

1. Introduction

Solar flares are an important example in the study of astrophysical particle ac-
celeration, because they present a number of radiative characteristics indicative
of kinetic processes of high energy particles in details unparalleled with other
astronomical observations (Milleret al.1997). As observational characteristics
become known in increasing numbers, we, however, encounter an ambiguity
as to whether the observed characteristic is directly due to acceleration or al-
ternatively due to some transport effect (see Petrosian 1990). The ability to
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identify each of these two physical effects from observations therefore appears
to be a key to further advancement in the study of kinetic processes in solar
flares. During the last three decades, the problem of electron acceleration and
transport has been discussed largely with Hard X Ray (HXR) observations (As-
chwanden 2003) and partly with observations at microwaves (Bastian, Benz,
& Gary 1998; Gary 2000) and other radio wavelengths (Wild & Smerd 1972;
Dulk 1985). In this chapter we mainly discuss Microwave Radiation (MWR),
as a tool for exploring the electron acceleration and transport processes during
solar flares.

In 1966, Takakura & Kai formulated MWR spectral evolution as an electron
transport problem for the first time, taking into account Coulomb collisions
and synchrotron losses. Later several authors (Crannellet al.1978; Cornellet
al. 1984) found that lightcurves of MWR and HXR share an overall similarity,
but MWR reaches its maximum in a delayed time and decays over an extended
period. In a more systematic study, Lu & Petrosian (1988) found both short and
relatively longer delays between 17 GHz and HXR, which they interpreted as
due to transport and acceleration effects, respectively. Since then, further efforts
have been made to interpret MWR observations using the ideas developed in
HXR studies such as spectral hardening in the trapped electrons (Melrose &
Brown 1976) and energy dependent time delay under Coulomb collisions (Bai
& Ramaty 1979). Along this line, Melnikov (1990; 1994) presented for the first
time microwave spectral evolution under Coulomb collisions, using Melrose &
Brown’s (1976) model. Similar studies followed, to account for the frequency-
dependent time delays between MWR peaks as well as the relative delay of
MWR to HXR peaks within the physics of Coulomb collisions (Bruggmanet
al. 1994; Bastian & Aschwanden 1997; Melnikov & Magun 1998; Silva, Wang,
& Gary 2000).

Besides the time correlations, some authors compared MWR flux with pro-
ton flux (Bai 1982; Kai, Kosugi & Nitta 1985; Daiboget al. 1989; Melnikov
et al.1991; Daibog, Melnikov & Stolpovskii 1993), and with HXR fluxes (Ko-
sugi, Dennis & Kai 1988; Melnikov 1990; 1994). They commonly found that
extended (gradual) flares tend to show excess MWR flux, implying accumu-
lation of electrons in a trap. Kai (1985) proposed that MWR is emitted by
directly precipitating electrons in an attempt to resolve the problem of incon-
sistent numbers of electrons deduced from HXR and from MWR. Klein, Trottet,
& Magun (1986) showed that use of a common injection function for both HXR
and MWR can help in resolving the number problem too. The understanding
that has emerged from these correlative studies is that MWR and HXR elec-
trons share a common origin but, depending on whether they are emitted by the
trapped or precipitating electrons, different fluxes and numbers may result.
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While the above studies mainly deal with the effect of Coulomb collisions on
the electron energy, more recent studies add the effects of Coulomb collisions
on electron pitch angles together with magnetic mirroring. Lee & Gary (2000)
and Lee, Gary & Shibasaki (2000) have analyzed a burst of which spectral
evolution is due to not only collisional energy loss but pitch angle diffusion.
Kunduet al.(2001a) studied time profiles of simple impulsive MWR bursts in
comparison with HXR lightcurves, and explained the relative difference within
the trap-and-precipitation model (Melrose & Brown 1976). Leeet al. (2002)
studied an impulsive MWR event with rather long tail, using direct precipitation
and a time-dependent injection spectrum inferred from HXR.

Transport effects have also been discussed with imaging observations. VLA
observations have shown that in many flares the MWR source starts at the loop
top and moves apart towards footpoints, which could be regarded as direct in-
dication of the main energy release and subsequent propagation (see review by
Marsh & Hurford 1982). Petrosian (1982) presented a more general consid-
eration for the loop-top MWR source, including the radiative efficiency and
particle kinetics. Holmanet al. (1982) proposed that a loop top source and its
expansion (Marsh & Hurford 1980) represent an instantaneous trap of the high
energy electrons and subsequent pitch angle diffusion. Kunduet al. (1995)
observed an asymmetric pair of MWR sources and interpreted it as due to
asymmetric precipitation of nonthermal electrons under weak diffusion. The
asymmetric MWR source presented in Lee, Gary & Shibasaki (2000) and Lee
& Gary (2000) was also interpreted as due to magnetic mirroring under weak
pitch angle diffusion. Melnikov, Shibasaki & Reznikova (2002, 2003) studied
MWR loop-top sources at 17 and 34 GHz, which they found to represent an
actual concentration of electrons rather than a radiative transfer effect.

Another type of imaging study has been made by Hanaoka (1996; 1997),
Nishioet al. (1997), and Kunduet al. (2001b) using Nobeyama 17 GHz imag-
ing data together with HXR images from theYohkohsatellite, who argue for
reconnection of interacting loops, inferred from their multiple footpoints. Lee
et al. (2003) found spatial coincidence of the MWR sources with the magnetic
separatrix inferred from a magnetogram and Hα ribbons in an impulsive flare.
These studies have suggested some gross properties of magnetic reconnection,
which is responsible for the particle acceleration, and resulting propagation
away from the acceleration site.

In summary, we see that the early spectral/time studies suggested that MWR
and HXR are related to trap-and-precipitation, respectively, and this can be
known from the electron energy variation. However some of the recent imaging
observations (Kunduet al.2001a, b; Leeet al.2002; Melnikovet al.2002; 2003)
suggest that electron pitch angles and inhomogeneous magnetic fields are also
important elements in the transport problem. In the rest of this chapter, we
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will discuss key issues in electron acceleration and transport within the latter
paradigm.

2. The Formulations

Let us present a simplest possible formulation with which we can illustrate the
recent and past picture of trap-and-precipitation in a unified fashion. Suppose
electrons are injected into a trap by the quantityQ and leave the trap at a rate
ν, in which case the Fokker-Planck equation will be in the form:

∂N

∂t
= [. . . ]− νN + Q ,

where[. . . ] should include all the variations in momentum and space. The
solution to this equation takes a form ofN = K⊗Q, where the kernel function
K accommodates all the terms in the right hand side except the injection.
Our problem is therefore how to deconvolveQ from the resulting electron
distribution functionN obtained from the observed radiation. In general all of
these quantitiesN , Q, andK involve time, energy and pitch angle as arguments,
and not only the solution but even the formulation is not always expressed
in a convenient closed form. Here we consider a simple case where all the
terms in[. . . ] can be ignored, which corresponds to a collisionless trap where
there is no loss of particles other than that due to escape (νN ) and its pitch
angle-dependence is implicitly handled. In this case the kernel function is
simply an exponential function, and solution for trapped electrons is in the form
N =

∫ t
0 e−ν(t−t′)Q(E, t′)dt′, where the transport effect is solely described by

the property of the escape rateν (as used in Aschwanden 1998; Kunduet al.
2001a; Leeet al.2002).

2.1 Trap-and-precipitation

The aboveN alone provides electrons in a perfect trap, withν, representing
some loss rate. Melrose & Brown (1975) presented a model in which the trap
region (thin target) is connected to a precipitating region (thick target) and
therefore the escape rateν is set as the precipitation rate which in turn becomes
an injection rate into the thick target region. To express this idea under our
simplifying assumption given above, we have

N =
∫ t
0 e−ν(t−t′)Q(E, t′)dt′

ṅ = νN(E, t)
, (9.1)

whereN is the number density in the trapped electrons (thin target) andṅ
is injection rate into the thick target region. In this model,ν is the central
quantity whose magnitude and energy dependence governs the lives of the
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trapped electrons (N ) and precipitating electrons (ṅ). As a major advantage,
theN andṅ, which are believed to be responsible for MWR and thick-target
HXR, respectively, can be related to each other via the single physical effect of
pitch angle scattering. As a limitation, however, the model predicts that the time
evolution of the HXR electrons (∼ ṅ) should be well correlated with that of the
MWR electrons (∼ N ), whereas HXR often appear with a shorter timescale
than the MWR.

2.2 Trap, bypass, and precipitation

As an important step forward, Aschwanden (1998) included another com-
ponent in to the formulation, a population associated with direct precipitation
(“by-passing the trap” in other words). To illustrate this idea, we split the in-
jected particlesQ into two parts, according to whether the initial pitch angles
are greater or smaller than the loss-cone angle, i.e.,Q(φ+) andQ(φ−), where
φ+(φ−) represents the electron pitch angles greater (smaller) than the loss-cone
angle,φL (cf. MacKinnon 1991). The loss-cone angle is set by the magnetic
mirror ratio of the flaring loop,φL = sin−1(B1/B2), with B1 andB2 repre-
senting the magnetic field strength at the loop top and a footpoint, respectively.
Since the particles withφ− candirectlyprecipitate without being trapped, (9.1)
should be modified to the following form:

N =
∫ t
0 e−ν(t−t′)Q(E, φ+, t′)dt′

ṅ = Q(E, φ−, t) + νN
. (9.2)

Note that (9.2) will reduce to (9.1) in the limit ofφL → 0, i.e. all particles
are initially trapped and then are able to precipitate. We can thus say that
(9.1) is valid to the extent thatφL can be ignored. Another limit in which
both equations approach to each other is atν → ∞. In this caseN → 0
and ṅ → Q, which means that observed radiation is a direct consequence
of acceleration with no transport effect. These two cases represent the entirely
trapped (transport-dominated) and entirely untrapped (acceleration-dominated)
cases, respectively.

Equation (9.2) shows, on a minimum basis, how the magnetic field and pitch
angle distribution comes into the context of trap-and-precipitation. Under this
model, we can treat the following issues: (1) The injection function can, at least
in the portionQ(φ−), be subject directly to observations rather than treated
as a free parameter. (2) The precipitating population can behave differently
from the trapped one if the bypassing componentQ(φ−) dominates over the
secondary precipitationνN . As a result, we can have an impulsive HXR and
more extended MWR in an event. (3) The finite magnetic field comes into the
context, at a minimum, in the form of mirror ratio. (4) SinceN andṅ can have
different time behaviors, the combination of these two terms can produce various
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types of MWR lightcurves, especially, a burst with impulsive rise and extended
decay. In the next section we will apply these ideas to actual observational data.

3. Electron Trapping And Precipitation

In this section, we consider various classes of MWR activities as evidence
of the trap-and-precipitation system as formulated above.

3.1 Simple bursts

When a flare produces a single or small number of bursts in HXR and is
accompanied by more extended MWR emission, we expect that the HXR would
be a result of direct precipitation and thus would represent injection, while MWR
will be given by a convolution of the HXR profile with the kernel function. Such
events were recently studied by Kunduet al.(2001a) and Leeet al.(2002). We
show a result presented by Kunduet al. (2001a) in Figure 9.1. In the figure,
the authors compare the NoRH lightcurves at 17 and 34 GHz with HXR from
HXT/Yohkoh. Both HXR and MWR has the same initial rise and the core part
of the impulsive peak is similar in both radiations. Such coincidence (excluding
the time-of-flight effect as studied by Aschwanden and his colleagues) can be
taken as evidence for direct precipitation. Then the extended tail of the MWR
is interpreted as due to trapped electrons. Kunduet al. reproduced its time
behaviors using a convolution of HXR which has been taken as injection. In
our notation, this is to say that the HXR represents the direct precipitation into a
thick target∼ Q(φ−), and the MWR is contributed by both trapped and directly
precipitating electrons∼ K ⊗ Q(φ+) + Q(φ−) `/u, where`/u is the transit
time for an electron of speedu in a loop of length̀ .

The distinction between injection and trapping was made possible here be-
cause the HXR emission is dominated by thick target emission while MWR
is from both components. MWR responds to both components because of its
greater sensitivity to energetic electrons, whether they are located in the dense
chromosphere or tenuous corona. Therefore the relative difference between
MWR and HXR serves as a measure of transport effects. A similar conclusion
is presented by Leeet al. (2002) in which a HXR spectrum is used to derive
an injection function in a time dependent spectrum, and this is used to repro-
duce MWR bursts, taking into account full radiative transfer as electrons pass
through an inhomogeneous magnetic loop.

3.2 Trap or precipitation?

Many solar flares show multiple peaks in MWR and HXR, in which case
there may form a smooth envelope underneath the impulsive peaks. In this
case, the trapping and direct precipitation could be attributed to the smooth
envelope and superposed pulses, respectively. The individual MWR peaks
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Figure 9.1. Comparison of the radio time profiles for the event on 1998 June 13 for (left) 17
GHz and (right) 34 GHz with a trap model (short-dashed line) derived using the Yohkoh/HXT
53–93 keV hard X-ray time profile (dotted histogram) as an injection function. The radio time
profile is modeled as the sum of a component identical to the hard X-ray time profile (the injection
function) and a trapped component (long-dashed line) derived by integrating over the injection
function convolved with an exponential kernel function.τ and q denoted in this figure are
respectively equivalent toν−1 andQ(φ−)/Q(φ+) in our notation. (From Kunduet al.2001a).

themselves may not be much delayed or extended compared with those of
HXR, but the presence of the underlying envelope in MWR may obscure the
similarity expected between the two radiations. We show such an example in
Figure 9.2. The solid lines are MWR and HXR lightcurves, and the dashed lines
are fit by eye to the background envelope. The result difference profiles give a
set of short pulses. Since they show peak-to-peak correspondence between two
radiations, we regard them as representing the direct precipitation (∼ Q(φ−))
during the event. As we regard the smooth envelope as the trapped population,
we require it to be reproduced by convolution of the net impulsive peaks with
some kernel function. Although the exact account of this calculation depends
on how one sets the background, we do indeed find a rough fit to the observed
HXR envelope atν = 1.2× 10−2 s−1. The MWR envelope is more extended
and the fit is made at a much lower value ofν = 5.1 × 10−3 s−1, implying a
longer lifetime of electrons compared with the HXR case.

The two different values ofν for MWR and HXR could simply reflect an en-
ergy dependence of the precipitation rate, given the expectation that the MWR
and HXR are contributed by electrons with different energies. It is also possible
that the effective emitting region for HXR has different physical parameters than
that for MWR or that the envelopes in HXR and MWR represent the secondary
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Figure 9.2. An impulsive burst that occurred on 2001 April 6. The solid lines are lightcurves
at MWR at 11.8 GHz and HXR 86 KeV from Yohkoh/WBS. The dashed lines are the envelope
of each curve obtained by smoothly connecting the local minima of the curves. The fluctua-
tion above the envelope shows a peak-to-peak correspondence and is regarded as due to direct
precipitation. This is then convolved with a kernel function in an attempt to self-consistently
reproduce the envelope, shown as dotted lines.

precipitation,νN , and trapped electrons,N , respectively. With the temporal
profile alone, we have no way to distinguish among these or other possibilities.
However, HXT/Yohkohimaging data available for this event showed that the
HXR sources appear on the footpoints, by which we could conclude that the
smooth HXR envelope is due to secondary precipitation while the MWR enve-
lope is due to the trapped component. In this case also, the relative difference
between MWR and HXR serves as a measure of trapping.

3.3 Extended and evolving trap

Large flares usually show temporally extended MWR activity, as do the ac-
companying soft X-rays and HXRs. Naively speaking, a large flare is powered
by a larger amount of energy, and therefore activity can be extended in time.
Alternatively the extended activity may be a result of long term trapping associ-
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ated with the large physical extent of such a flare. This leads to a long standing
question as to whether the extended activity is due to prolonged acceleration or
efficient trapping, in other words, whether it is due to a longerτa or smallerν.

An example of extended MWR bursts, the 1991 March 22 flare, is shown in
Figure 9.3. The left panel shows the MWR lightcurves at multiple frequencies
and the right panel, MWR spectra at selected times (symbols) together with a
model fit (solid lines). Note that the extent of the activity is not equally long at all
frequencies, but varies rapidly across frequencies. Based on the idea presented
in the previous section, we speculate that the short-period activity at the highest
frequency (18 GHz) represent the injection-related component (∼ Q(φ−) `/u)
and longer period activity toward lower frequencies represent the more extended
trapped component (∼ N ). This then means that the extended activity in this
event is not due to injection (which was impulsive) but due to efficient trapping,
i.e., τa ¿ ν−1, whereτa is the timescale for acceleration. Such a good trap
condition may be realized simply because the ambient density in the coronal
magnetic loop may be very low (for Coulomb collisions) or the mirror ratio
may be high so thatφL is small, or both.

We draw further attention to the frequency-dependence of the MWR activity.
If Coulomb collisions dominated, and if the MWR frequency is simply propor-
tional to the electron energy, the flux at a high frequency should have been
longer than that at a low frequency, as opposed to the observation. Lee, Gary &
Zirin (1994) made a model to fit such a spectral variation as shown in the right
panels in Figure 9.3, in which the MWR source at the maximum phase spans the
entire loop encompassing highly inhomogeneous magnetic fields, and then the
trap gradually shrinks to a smaller region with weaker fields, i.e., the loop top.
In such a model, the high frequency flux has short duration because it is emitted
by directly precipitating electrons that are passing through the strong magnetic
fields near the footpoints, and the gradual decay toward lower frequencies is,
in fact, due toharderelectrons surviving longer in the loop top. This type of
burst demonstrates how significant the magnetic inhomogeneity can be to the
evolution of MWR in a solar flare.

3.4 Trap without precipitation

In some events the correlation between MWR and HXR is so poor that we are
puzzled about the common origin for MWRs and HXRs. A good example can
be found in the famous Bastille Day flare as shown in Figure 9.4. In the top panel
we compare the HXR and MWR lightcurves and in the bottom two panels, EUV
images at 195̊A from Transition Region and Coronal Explorer (TRACE) before
and after the impulsive phase. The HXR reached its maximum att1 and then
diminished whereas the MWR has multiple peaks remaining strong throughout
the flare. This temporal behavior differs from that shown in Figure 9.2 in
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Figure 9.3. MWR bursts indicative of long-term trapping. In the leftmost panel, the 1991
March 22 flare shows an impulsive rise and extended decay, but with an obvious frequency-
dependence. The right panels show MWR spectra at selected times (symbols) and a model fit
(solid lines).t1 − t5 respectively refer to 22:43:20, 43:50, 44:10, 55:00, and 23:30:00 UT. The
model assumes gradual shrinkage of the electron trap into smaller regions centered at the loop
top, together with softening of the electrons in the decay.

that there is no HXR counterpart aftert1. It is also different from that in
Figure 9.3 in that the continued MWR activity indicates multiple occurrences
of additional acceleration rather than just efficient trapping. Aschwanden &
Alexander (2001) had shown that the HXR peak (which is taken as evidence
of precipitation in this chapter) is accompanied by soft X rays and EUV in
gradually delayed time profiles, indicative of energy cascade from 30 MK to
1 MK. The MWR electrons therefore participate in this energy transfer to low
atmosphere only at timet1 but not afterwards,t2,3,....

Such decoupling of MWR from other (precipitation-oriented) radiations is
expected, within the current framework of (9.2), when eitherφL(t) gets smaller
or Q(φ, t) becomes more anisotropic at times{t1, t2, . . . }. The former can
happen as a result of the loop rising with the same footpoints (or some magnetic
restructuring) so that the magnetic mirroring force will increase, so that a larger
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fraction of particles return back to the coronal trap. We find some clue for the
magnetic field change in the TRACE EUV loops shown in the bottom panels.
The bright features in the left panel are thought to be low-lying magnetic loops in
an arcade, which grow outward after the flare to form the newly formed, relaxed
loops shown in the right panel. Alternatively the rapid drop of precipitation
could be due to a change in the ratio of the injected electrons within or outside of
loss cone,Q(φ+)/Q(φ−), which was moderate att1 but could have increased at
t2,3,... by a large factor. This could therefore imply that the electron acceleration
mechanism had changed so as to produce more electrons with a perpendicular
momentum distribution (see§4.3). Also in this case, the electron loss in the
coronal trap would not be due to precipitation but some other mechanism. An
appropriate loss mechanism may be escape associated with the upward ejecta
or propagation into interplanetary space.

To conclude this section, the framework of trapped and directly precipitating
electrons such as (9.2) leads us to a physical interpretation of a variety of MWR
and HXR lightcurves. However, quantitative assessment of the similarities and
differences requires a knowledge of the electron pitch angle and magnetic field,
ideally to be deduced from observations.

4. Electron Pitch Angle Variation

We have thus far discussed the role of the initial electron pitch angle dis-
tribution, Q(φ), in the evolution of the electrons in a trap-and-precipitation
system (the evolution ofN and ṅ). Changes in pitch angle during transport
can also significantly influence the evolution ofN andṅ. In many studies, the
electron pitch angle diffusion due to scattering has been directly related to the
precipitation rate,ν. We, however, present in this section an alternative view
that stronger pitch angle diffusion does not necessarily imply more efficient
precipitation. Rather, we show that relating the electron pitch angle diffusion
to the magnetic field loop structure leads to an independent tool for studying
the acceleration and transport characteristics.

4.1 Weak diffusion

Weak pitch angle diffusion has been defined as the condition in which the
loss cone is empty. As a result the loss cone size has not been considered a factor
in the precipitation and the precipitation is expected to increase in proportion
to the scattering rate. However, such an assumption overlooks the fact that at
a given scattering rate a large loss cone is more difficult to fill compared to a
small loss cone. Also, the scattering rate itself should depend on pitch angle,
which varies along the electron motion according to the ambient magnetic field,
under conservation of the magnetic moment (first adiabatic invariant)µ2

⊥/2B
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Figure 9.4. The top panel shows MWR and HXR lightcurves during the Bastille Day flare on
2000 July 14. The HXR lightcurves are fromYohkohHXT at four energy channels, L, M1, M2,
and H, and the 3.0 GHz MWR flux is from Ondrejov Solar Radio Telescope shown as the filled
curve. Note the poor correlation between MWR and HXR lightcurves. The bottom panels show
closeup views of the magnetic loops in the active region before and after the flare, as observed
in 195Å images obtained with the TRACE spacecraft.

(Melrose 1980). For these two reasons, pitch angle scattering even under weak
diffusion cannot entirely be free from the magnetic field (see Lee & Gary 2000).
The term weak diffusion has also been used to refer to a case where Coulomb
collisions dominate, in the sense that Coulomb collisions always exist and any
other scattering mechanism, if added, will make the scattering no longer weak.
In this case the precipitation is given by the electron deflection time so that
ν ≈ 10 n9E

−3/2 s−1 whereE is in units of keV andn9 is the ambient electron
density in109 cm−3 (Trubnikov 1965; Spitzer 1967). A comprehensive review
and result of analysis that leads to a diagnostic of the trap density can be found
in Aschwandenet al. (1997).
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In an alternative, but perhaps more insightful, approach to reveal the presence
of weak diffusion, Melrose & White (1979) suggested that spatial morphology
of MWR could be asymmetric under weak diffusion because of asymmetric
magnetic mirroring. Kunduet al. (1995) found an asymmetric spatial distri-
bution of MWR sources and explained the observation within this context (see
also Sakao 1995). Lee, Gary & Shibasaki (2000) and Lee & Gary (2000) re-
ported an asymmetric MWR source in a magnetic loop, which is reproduced in
Figure 9.5. The top panel shows that one of the double MWR sources is found
at a footpoint and the other MWR source is some distance above the conjugate
footpoint. Since the latter footpoint has stronger field, the asymmetric MWR
source positions along the loop implies there are regions where electrons do not
have access because of magnetic mirroring. The bottom panels show MWR
spectral hardening during the decay phase, which indicates the influence of
Coulomb collisions on the electron energy distribution. The theoretical mod-
eling becomes more complicated in this case, since pitch angle and magnetic
field inhomogeneity needs to be taken into account. Through a simplified sim-
ulation including electron pitch angles and a specific magnetic field structure
of the loop, Lee & Gary (2000) found that a model fit to the observed spectral
variation required an anisotropic pitch angle distribution in the injected elec-
trons. Not only does the MWR spectrum show great sensitivity to the electron
pitch angle distribution, but also the slow changes in the collisionless coronal
trap. This allowed Lee & Gary (2000) to deduce the pitch angle distribution
of the initial injection. This underscores the importance of MWR observations
for the study of the properties of the coronal population, including pitch angle
distributions.

4.2 Intermediate diffusion

In contrast to weak diffusion, Melrose & Brown (1975) defined the case of
the loss cone being filled with scattered particles as “strong” diffusion. We
shall instead call this “intermediate” diffusion to save the term “strong” diffu-
sion for another case to be discussed in the next section (see Bespalov, Zaitsev &
Stepanov 1991). If the loss cone is continually refilled, the rate of precipitation
will be limited by the size of the loss cone, and is expressed asν = α2

0u/2`,
whereα0 is the loss-cone angle (Kennel 1969). The scattering rate is thus
proportional tou (or E1/2) independent of the scattering mechanism. While
weak diffusion offers a number of interesting spatial structures associated with
magnetic mirroring, intermediate diffusion would erase any such features by
quickly isotropizing the electron momenta, and the whole loop is evenly occu-
pied by the electrons. As a result, the spatially-averaged Fokker-Planck solution
is appropriate in this case.
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Figure 9.5. MWR maps and spectra obtained for the 1993 June 3 flare. Top: Radio intensity
peaks (contours) on top of a soft X-ray image from a filteredYohkohSXT/AL12 at 23:29 UT.
Contours are 80% to 99% of the maximum intensities:1.8 × 107 K at 5 GHz and1.2 × 105

K at 17 GHz, respectively. Bottom: Spectral variation in the microwave total power during (a)
the rise and (b) the decay phases, at five selected times relative to the time of the maximum flux
(23:22:31 UT). The straight lines are guide lines for spectral slope at the corresponding times.
(From Lee & Gary 2000)

Figure 9.6 shows a model fit to the MWR fluxes during the 1999 August 20
flare (Leeet al.2002) which led the authors to argue for intermediate diffusion.
The OVSA visibility implied a large loop (̀≈ 1.4×105 km) entirely filled with
accelerated electrons. Since morphology is of little help in the intermediate



Microwave Diagnostics for Flare Electrons 193

diffusion case, the only way to know which pitch angle scattering scenario
applies to this flare was to check the energy dependence of the precipitation
rate. The authors compared the model predictions made under various energy
dependencies with the MWR flux variation with frequency to find that the
assumption ofν ∼ E1/2 (case (b) in the figure) is the most appropriate. The
MWR flux decays only slowly and the loss cone is found to be as small as
α0 ≈ 4.3◦. Thus in spite of the fact that it is not a weak diffusion case, the actual
precipitation rate is very low. This is an example in which highly efficient pitch
angle diffusion does not imply a high efficiency of precipitation. In retrospect,
intermediate diffusion pertains in this event because the loss cone is small and
can be easily filled, leading to the precipitation rate becoming independent of
the scattering mechanism.

4.3 Strong diffusion

In the above case of “intermediate” diffusion, the precipitation rate depends
on the whole loop length, implying that the scattered particles still remember
the whole dimension of the loop at least over a few bounce times. Bespalov,
Zaitsev & Stepanov (1991) defined another regime for pitch angle scattering as
“strong” in which the scattering, for instance, due to the presence of enhanced
turbulence, is so strong as to alter pitch angles so quickly that the mean free
path is much shorter than the loop length. In this case, defining a loss cone is
not meaningful and the electrons are effectively trapped within the scattering
source. This is another example for which pitch angle diffusion and precipi-
tation may be two independent, unrelated effects. An important aspect of this
strong diffusion is that the region of such strong turbulence, if localized on
a flaring loop, could give clues to the spatial location of the acceleration site
and properties of the acceleration mechanism. Just as loop-top HXR sources
(Masudaet al.1994) have been much debated, the loop-top MWR source has
also been a mystery considering the strong dependence of MWR emissivity on
magnetic field strength. If the entire loop is optically thick, we may then expect
the highest effective temperature of MWR to occur at the loop-top, because
that is the location of the lowest field strengths, which are associated with the
highest harmonics at a given frequency. This is demonstrated in several flare
loop models (Alissandrakis & Preka-Papadema 1984; Klein & Trottet 1984;
Lee et al. 1994). However if the loop-top source is optically thin, a looptop
brightening implies an actual concentration of electrons at the position rather
than an apparent radiative effect.

In Figure 9.7 we show an example of a loop top source from NoRH ob-
servations (Melnikov, Shibasaki & Reznikova 2003) at two frequencies. It is
apparent from the figure that the 34 GHz image outlines a loop over an active
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Figure 9.6. The 1999 August 20 flare as a case of intermediate pitch angle diffusion. The top
left panel shows the energy dependence of the precipitation rateν(E). (a)–(c) Model electron
numbers at different energies evolving under the transport effect described byν(E), which we
refer to as weak, intermediate, and strong scattering, respectively. (d) Model fit to the observed
microwave light curves at three frequencies. (e) Model fit to the observed microwave spectral
index. The inset in (e) shows the evolution of electron energy spectrum used for the fitting. In
(a)–(c), t represents time in the model, and in (d) and (e) t represents time after 23:06 UT. The
fit is made at a very small loss coneα0 ≈ 4.3◦ and a large loop,l ≈ 1.4× 105 km. (From Lee
et al.2002)

region lying on the limb and is brightest at the loop top. By comparing this
34 GHz intensity with the 17 GHz intensity, this loop-top source is found to
be clearly optically thin, and therefore must represent an actual confinement of
electrons. A concentration of electrons around the loop top may result from
magnetic mirroring. However, Melnikov, Shibasaki & Reznikova (2002) have
found that magnetic mirroring alone is insufficient to overcome the increase
of MWR toward the footpoints due to field strength (see also Petrosian 1982).
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Figure 9.7. A loop top source near the solar limb observed with NoRH at 34 GHz. This MWR
source (contours) is found to be optically thin, and therefore represents electrons that are highly
concentrated at the loop top. The black and white pixels represent the longitudinal magnetic
fields in the active region which lies on the very limb. (From Melnikov, Shibasaki & Reznikova
2003)

Melnikov et al. (2002) suggested two possibilities for such local confinement
of electrons: either electrons are preferentially accelerated with a perpendicular
momentum distribution or the loss of electrons is enhanced at the lower part of
the loop. We here consider a third, ad hoc possibility that turbulence leads to
strong diffusion and thus the associated trapping is itself localized to the loop
top.
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4.4 Pitch angle scattering and MWR maps

Each of the above three regimes of pitch angle scattering involve differ-
ent physics, and it is likely that we can distinguish them in imaging MWR
observations. Melrose & White (1979) predicted that, under weak diffusion,
asymmetric double peaks will appear on an inhomogeneous magnetic loop
(Fig. 9.5), whereas, under intermediate diffusion, electrons are able to access
all part of the loop and thus will result in symmetric footpoint emissions. As
seen above, electrons can be confined to a localized region under the strong
diffusion (Fig. 9.7).

We also expect that the MWR source may move at a speed much slower
than the individual particle themselves, so that it can be observable as a moving
MWR source. Under the weak diffusion a source may expand toward the
footpoints as electrons initially at a restricted range of pitch angles scatter to
smaller pitch angles. Under strong diffusion, the electron confinement can
expand more rapidly. For instance, Yokoyamaet al. (2002) observed MWR
sources propagating at speed up to∼ 104 km s−1 using the NoRH, which
might represent the expansion of a Whistler turbulent region at its phase velocity
(Stepanovet al.2003). No actual motion of the microwave source is expected
for intermediate diffusion. However we can expect an apparent motion of
MWR sources from the loop-top to footpoints in the case where the entire loop
is initially optically thick at the maximum phase and becomes optically thin
later.

The key diagnostic comes from the spatially resolved MWR spectrum, which
we have shown is sensitive to the pitch angle distribution (see Lee & Gary 2000).
Nevertheless such investigations are not common for a couple of reasons. First,
allowing an evolving pitch angle distribution introduces a number of parameters
into calculation of MWR spectrum, which already depends on many largely
unknown ambient plasma and accelerated electron parameters. Second, it has
been expected that electrons with an anisotropic distribution will be unstable
to various instabilities by which they become isotropized quickly (Melrose
1980). Recently, Fleishman & Melnikov (2003ab) addressed this problem by
first showing that electrons in an anisotropic pitch angle distribution can be
stable against the Cyclotron instablity over a wide range of parameters, although
other instabilities are yet to be investigated. In their result, the gyrosynchrotron
MWR spectrum from electrons with anisotropic pitch angle and single power-
law energy distribution is steeper than that for isotropic electrons (see also Lee
& Gary 2000), and furthermore the microwave spectral index itself varies with
frequency, unlike the isotropic case. Such spectral diagnostics for anisotropic
distributions of electrons may be utilized (and indeed may be necessary) when
spatially resolved MWR spectra along a loop become available (e.g. with
FASR).
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5. Electron Energy Variation

Finally we discuss changes in electron energy during acceleration and trans-
port, which is the main effect that has received attention in the interpretation
of both MWR and HXR spectra. To study acceleration using the MWR spec-
trum, Moghaddam-Taaheri & Goertz (1990) modeled the runaway electrons in
the electric field and subsequent pitch angle scattering by turbulence, and com-
pared the predicted MWR spectral evolution with an observation by Marshet al.
(1981). Benka & Holman (1992) used a combination of thermal and nonther-
mal electrons in a model in which a DC field variation results in a typical OVSA
spectral variation (Stähli, Gary & Hurford 1990). This acceleration process,
in our formulations, amounts to determiningQ(E, t). On the other hand, the
transport study is usually made assuming a time invariant injection spectrum,
Q(E, t) = q(E)T (t) and all spectral changes in the decay are attributed to the
energy dependence ofν. The top panels in Figure 9.6 show some examples of
such attempts. In many transport studies, efforts are made to confirm thatν(E)
inferred from observations is consistent with the Coulomb collision physics.
Such studies have provided some understanding of time delay, spectral hard-
ening, etc. A recent comprehensive study using OVSA spectral data has been
made by Melnikov & Silva (1999; 2000) and Silvaet al. (2000).

Note that not all of these studies on energy dependent processes in phase space
employ the trap-and-precipitation paradigm, in spite of the ample evidence for
this hypothesis. It will thus be worthwhile to discuss how the paradigm will
change once this trap-and-precipitation system is introduced.

1. Time delay and spectral hardening of MWR with respect to HXR are often
attributed to the energy dependence of Coulomb collisions. However,
the trapped component will always show time delay with respect to the
directly precipitating electrons regardless of the scattering mechanism
(see top panels of Fig. 9.6). The harder electron distribution in a trap is
also possible for other reasons not entirely due to Coulomb collisions.
For instance, Lee & Gary (1994) feed a common Whistler turbulence into
two regions with weak and strong magnetic fields, which are assumed
for MWR and HXR emitting regions, respectively, and find a steeper
energy spectrum in the latter region due to the enhanced escape rate
there. See also the discussion made in§3.2 for two different values ofν
for MWR and HXR. It should therefore be clarified whether the relative
differences of MWR and HXR time profiles arise solely due to the energy
dependence of the radiations or due to the different conditions in the trap-
and-precipitation regions.

2. If the Razin effect, suppression of radiation due to ambient plasma (Ra-
maty 1969), is observed together with the spectral flattening (cf. Belkora
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1997), this may provide additional evidence for the importance of Cou-
lomb collisions.

3. Some studies indicated that the trap region contains higher energy elec-
trons and precipitation is primarily by lower energy electrons. This is
consistent with the physics of Coulomb collisions. However, one can be
misled by the radiative characteristics of MWR. Even though electrons in
the entire energy range are equally trapped and precipitating, the coronal
trap has weaker magnetic field and thus emits MWR at higher harmonics.
As a result, the loop-top MWR represents relatively higher energy elec-
trons at a given frequency. On the other hand, the precipitating region
has stong magnetic field and the MWR from the region is dominated by
low harmonics and thus correspondingly low energy electrons (cf. Ko-
sugiet al.1988). It is therefore essential to take into account the ambient
magnetic field strength in relating the MWR frequency to electron energy.

4. In some studies, time correlation of MWR and HXR fluxes has been
investigated to determine the energy of electrons that contribute most to
a given frequency. Note however that the electrons staying in the trap
would have a more extended life than the precipitating electrons, even
though injected at the same time and energy. The magnetic trap thus
acts as a machine to separate the two populations in time as well as in
space. Accordingly, such correlation of the two radiations at a fixed time
interval may be misleading in the presence of the magnetic trapping.

5. MWR has both optically thick and thin parts, each of which responds
to injection spectrum very differently. While a thin MWR flux varies in
proportion to the number of electrons like HXR, optically thick MWR
represents a mean energy or effective temperature. For instance, if the
emitting electrons are nonthermal in a single power-law distribution with
indexδ, the optically-thick MWR directly responds toδ avoiding confu-
sion with the increase inN (see simplified expression for the effective
temperature by Dulk & Marsh 1984). Accordingly, the optically thick
MWR is rather important when the injection spectrum changes with time,
which has often been ignored in the transport problem. In this case the
structure of trap-and-precipitation is important, because direct precipi-
tation is more likely to be optically thick as electrons pass through the
strongest fields (see Fig. 8 of Leeet al.2002).

6. Concluding Remarks

In this chapter, we have discussed MWR as an important clue to understand
electron kinetic processes occurring in solar flares. Our emphasis was on the
trap-and-precipitation paradigm, which naturally arises in the presence of in-
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homogeneous magnetic fields on the Sun and is responsible for the relative
differences between MWR and HXR. It is this framework that we take as a
means to distinguish the acceleration from the transport, which is otherwise
a difficult deconvolution problem. The pitch angle and energy variation have
also been discussed within this framework, which puts us in a better position to
derive physical properties of the acceleration and transport mechanisms.

Based on the ideas discussed in this chapter, we briefly comment on the
traditionally suggested utility of MWR in the study of solar flares. MWR has
often been regarded as appropriate for trapped electrons while HXR relate more
to acceleration (Melnikov 1994). We found that the MWR well represents the
trapped electrons because of its greater sensitivity to energetic electrons in the
absence of cooler ambient plasma. We have shown that this sensitivity can
be used, on the contrary, to derive information on the acceleration properties.
To summarize: (1) MWR helps to locate those electrons produced in the high
tenuous corona that are not precipitating into lower atmosphere and therefore
are largely undetected by HXR and other lower energy radiations. (2) In some
events, the slowly evolving nature of trapped electrons as measured in MWR
allows us to investigate injection properties, within the instrumental time reso-
lution. (3) The field strength dependence of MWR provides a strong constraint
on the electron spatial distribution on a magnetic loop. (4) MWR spectra have
both optically thick and thin emission, which provides diagnostics onN andδ,
respectively. This is particularly useful when the acceleration spectrum changes
with time. There has been a concern that inversion of MWR to flare parameters
is more complicated than that of HXR, as it involves many parameters (Gary
2000). We however recognize that this complexity arises from two major in-
gredients in the electron transport problem: the magnetic field and electron
pitch angles. We therefore suggest that future advance in MWR study would
depend on how well we can use MWR observations to address the pitch angle
and magnetic fields.

Until now, the diagnostics discussed in this chapter have not been fully ex-
ploited, largely due to the absence of high spatial and spectral resolution imaging
spectroscopy. The ideas about trapping were proposed some time ago (Mel-
nikov 1990; 1994), but the identification of direct precipitation in MWR was
begun only recently (Kunduet al.2001a; Leeet al.2002). Imaging and spectral
MWR observations for the study of pitch angle diffusion and associated accel-
eration properties is just beginning (Lee & Gary 2000; Melnikovet al. 2002;
2003). A topic that is closely related to the present context but not discussed
here is the MWR study for multi-loop interactions (Hanaoka 1996; 1997; Nishio
et al. 1994; 1997; Kunduet al. 2001b). This has direct implications for mag-
netic reconnection (see also Kunduet al.1982ab), and therefore is significant
in relating the electron kinetics to solar flare magnetohydrodynamics. Electron
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propagation in a magnetic reconnection region may be handled by extending the
present paradigm to a multiple system of trap-and-precipitation (Aschwanden
et al.1999). Currently the effort to achieve these goals is shared by OVSA with
spectral capabilities and the VLA and Nobeyama Radioheliograph with imag-
ing capability. The FASR, as an instrument targeted to this spectral imaging
capability, will therefore not only integrate all the currently available knowl-
edge but also achieve a new level of MWR study to advance our knowledge of
kinetic processes during solar flares.
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Abstract The radio emission of solar flares at decimeter wavelengths includes a variety
of emission processes of a plasma thought to have a high beta. Very intense
coherent emissions are observed at frequencies smaller than about 9 GHz. They
are caused by plasma instabilities driving various wave modes that in turn may
emit observable radio waves. Particularly important are type III bursts, caused by
electron beams exciting Langmuir waves. Their sources may be used to trace the
path of the electrons back in the corona to the acceleration region. Less known
are radio emissions from trapped electrons driving loss-cone unstable waves,
suspected for type IV bursts. These types of coherent radio emission give clues
on the geometry and plasma parameters near the acceleration region.

More speculative are emissions that are directly produced by the acceleration
process. A possible group of such phenomena are narrowband, short peaks
of emission. Narrowband spikes are seen sometimes at frequencies above the
start of metric type III events. There is mounting evidence for the hypothesis
that these spikes coincide with the energy release region. Much less clear is
the situation for decimetric spikes, which are associated with hard X-ray flares.
More frequently than spikes, however, there is fluctuating broadband decimetric
emission during the hard X-ray phase of flares. The use of these coherent radio
emissions as a diagnostic tool for the primary energy release requires a solid
understanding of the emission process. At the moment we are still far away from
an accepted theory. Complementary observations of energetic electrons and
the thermal coronal background in EUV lines and soft X-rays can put coherent
emissions into context and test the different emission scenarios. In combination
with other wavelengths, spectroscopic imaging by FASR would provide exciting
possibilities for the diagnostics of the acceleration process.
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1. Introduction

The total solar radio emission in meter and decimeter waves occasionally
brightens up by more than an order of magnitude during flares. These radio
sources thus outshine the thermal radiation of the rest of the Sun and are called
bursts. Meterwave emissions have been studied since the late 1940s and are
reviewed in the book by McLean & Labrum (1985). Observationally, they
are classified as type I through V bursts, and there are more or less accepted
scenarios for each of them.

First spectral observations in the decimeter range were made already in the
early 1960s by (Younget al. 1961), exploring the spectral region beyond 300
MHz up to 1 GHz. In addition to type III bursts continuing into the decime-
ter range, these observers noted a rich variety of “type III-like” features later
termed pulsations and fine structures in type IV bursts, such as drifting parallel
bands and intermediate drift bursts1. The decimeter range has been systemati-
cally studied only in the 1980s when digitally recording spectrometers became
available resolving the fast temporal changes and narrowband spectral structure.
In the 1990s the spectral coverage was extended finally beyond 3 GHz where
coherent emissions were found to become weak and rare. Today several spec-
trometers observe in the decimeter range and the spectral properties of coherent
emissions have been well explored in the past decade. Some of the decimeter
wave observations have been reviewed by Bastianet al. (1998) and in Benz
(2002). These observations have revealed a new field of solar emissions with
potential diagnostic value for flare physics, CME origin, particle acceleration
and propagation, coronal heating and more.

We still do not know much about the locations of decimeter bursts, and
thus cannot superpose them easily on images of the thermal corona, such as
observed in EUV lines and soft X-rays, since imaging instruments in this wave-
lenths are sparse. The lack of imaging severely limits progress in the field
and will hopefully change in the next cycle of solar activity, when solar ded-
icated interferometers such as FASR will be put into operation. This review
thus is a summary of current observations which are still so incomplete that the
inferences on flare physics and particle acceleration are limited.

2. The Decimeter Range

The radio emission of flares at wavelengths from millimeter to decameter
waves includes a large variety of radiation processes. They can be considered
as different diagnostic tools particularly suited for the analysis of nonthermal
electron distributions, enhanced levels of various kinds of plasma waves and

1Decimeter type IV fine structures have later been renamed zebra patterns and fiber bursts, but we use here
the names given by the discoverers.
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dynamic plasma phenomena. Incoherent gyrosynchrotron emission dominates
at millimeter and centimeter wavelengths. Its peak frequency is usually above
3 GHz. At lower frequencies it is self-absorbed and can sometimes be detected
down to 1 GHz. The existence of gyrosynchrotron emission at meter waves
was widely accepted until the 1970s, but has never been confirmed. Gyrosyn-
chrotron radiation is discussed in Chapters 4 and 9, and will not be discussed
further here. Much more intense emissions in the decimeter range with smaller
bandwidth than produced by the gyrosynchrotron process (Benz & Tarnstrom
1976) are the subject of this Chapter.

An example of an event rich in various emissions is shown in Figure 10.1.
Note that meter wave emissions marked as “metric” appear distinct from the
decimeter bursts. The event starts with a group of metric type III bursts at
200–400 MHz. Later and about simultaneously, metric type V activity, type III
bursts in the range 350–750 MHz, decimetric pulsations and gyrosynchrotron
emissions start. The type III bursts are termed “metric” because they appear to
be very similar to metric bursts in other flares shifted to higher frequencies in this
case. They drift upward in the corona (negative drift rate). The type III bursts
at even higher frequencies, extending up to 3400 MHz, have predominantly
positive drift rate if measurable at all. An extremely broadband type III burst
about in the middle of the figure is bidirectional, drifting up above 1400 MHz and
down below. The fact that this frequency corresponds to the center frequency
of the pulsations is interesting and deserves further investigation. The emission
marked as narrowband spikes consists in fact mostly of a continuum with some
interspersed spikes. For all decimetric burst types, durations generally decrease
with increasing frequency.

2.1 Spectral types and classifications

For a long time, decimetric emissions were the least studied radio phenom-
ena of solar flares. They appear more diverse than their counterparts in the
meter range. In spectrograms every burst appears different. The first observers
with broadband analog spectrographs already reported complex and unresolved
features (Younget al.1961). Differences between decimetric and metric bursts
were remarked very early (Kunduet al.1961). Nevertheless, the classification
of the metric bursts has generally been applied to the decimeter waves whenever
possible. For the other bursts, in particular broadband pulsating structures, nar-
rowband spikes, patches of continuum emission as well as unresolved events,
the abbreviation DCIM has been used by some observers.

As long as there is no definite way to relate burst types to emission processes,
any classification into types and subtypes remains an artificial and accidental
task. Nevertheless, ordering the decimetric bursts by similarity of their shape
in the dynamic spectrum is necessary for theoretical work. It has become
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Figure 10.1. Broadband spectrogram recorded with the Phoenix-2 spectrometer of ETH Zurich
on 2001/12/10 showing a rich event in meter and decimeter wavelengths. Enhanced radio flux
density is indicated bright. The solar background is subtracted. Various types of emissions are
identified and discussed in the text.

meaningful with sufficient resolution by digital spectrometers in the 1980s and
1990s. Extended surveys and classifications were made by Güdel and Benz
(0.3–1.0 GHz, 1988), Isliker and Benz (1.0–3.0 GHz, 1994), Bruggmannet
al. (6.5–8.5 GHz, 1990). Statistics on the occurrence rate can be found in
Jiricka et al. (2002). The usual classification criteria taken into account are:
bandwidth, duration, drift rate, substructures, impulsiveness, order, and shape
in the spectrogram. Well over 90% of the events can be assigned to 5 classes:

1. Decimetric type III bursts: type III bursts, drifting rapidly in frequency as
time progresses, are well-known at meter and decameter wave lengths. They
are generally interpreted as the signature of electron beams propagating through
the corona and interplanetary medium. As the beam excites plasma waves at
the local plasma frequency, the frequency changes with source density. type III
bursts thus trace the path of the beam from near the acceleration site toward the
final destination of the electrons as long as the beam is capable to excite radio
emission. Many decimetric emissions are shaped similar to metric type IIIs:
Short duration (about 0.5–l.0 s), impulsive onset, high drift rates (usually>100
MHz/s), groups of some tens to hundreds (Staehli & Benz, 1987; Benzet al.
1992; Meĺendezet al.1999). Reverse drift bursts are as common as normal drift
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Figure 10.2. Dynamic spectrogram of total flux observed on 2001/09/09. An intense type
III burst (U shape) occurred at 15:12:28 UT. More diffuse and peaking at 15:12:40, the low-
frequency part of the gyrosynchrotron emission is visible.

bursts and dominate above about 1 GHz. type III bursts are generally interpreted
as electron beams interacting with the ambient coronal plasma to excite a bump-
on-tail instability of Langmuir waves. The electromagnetic emission is assumed
to be produced at the local plasma frequency or its harmonic. Type III bursts,
then, are a diagnostic of the electron density of the plasma traversed by the
beam.

In broadband overview spectrograms type III emission is frequently observed
before or in the early phase of an event. Figure 10.2 shows a case where
the decimetric type III emission suggests that the electrons have propagated
in a loop, propagating first up and then down (forming a U burst in metric
terminology).

2. Decimetric type IVevents are continua of tens of minutes duration oc-
curring in the 0.3–5 GHz range. The emission is usually modulated in time on
scales of 10 s or less, and is strongly polarized. Often, the emission carries fine
structures in frequency and time (catalogued by Bernold 1980). The decimetric
type IV observations in the 1970s were made below 1 GHz. The characteristic
shape and fine structures were found to exist beyond 4 GHz (e.g. Benz & Mann
1998; Wanget al.2001). The phenomena are generally interpreted by electrons
trapped in loop-shaped magnetic fields (Stepanov 1974; Kuijpers 1975).
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3. Diffuse continuaoccur most frequently in the 1–3 GHz range, have various
forms and sometimes drift in frequency. Their characteristic duration is between
one and some tens of seconds, too long for a type III burst and too short for a type
IV burst. They have also been noted in the 0.3–1 GHz range and have been called
“patches” in the literature. The circular polarization is usually weak. Continua
have been interpreted as continuous injection of electrons (Bruggmannet al.
1990) or as proton beams destabilized by impacting the transition layer (Smith
& Benz 1991).

4. Pulsationsare broadband emissions (several 100 MHz) with periodic or
irregular short fluctuations. They are sometimes quasi-periodic with pulses of
0.1 to 1 s separations, occurring in groups of some tens to hundreds and lasting
some seconds to minutes. The drift rates exceed the type III bursts by at least
a factor of 3. Also different from type III bursts are the well defined upper and
lower boundaries in frequency. There are significant differences in modulation
depths of pulsations, and some (termed drifting pusating structures) gradually
drift to lower frequency in the course of the event.

5. Spikesof narrowband emissions last only a few tens of microseconds
(review by Benz, 1986). Individual spikes are very short (<0.1 s), extremely
narrowband (some MHz) intense emissions forming broadband clusters of some
tens to ten thousands during some tens of seconds to about a few minutes.
Clusters are sometimes organized in small subgroups or chains. In some cases,
harmonic structure is present. Metric spikes at 250–700 MHz form a different
class of spike bursts, common near the starting frequency of metric type III
bursts.

Figure 10.3 is meant to be a warning concerning the classification. The co-
herent emission seen before the main phase has very short time structure, not
resolved in the observation sampled at a rate of 10 Hz. No drift is discernible,
and the circular polarizaion is nearly fully right circular. Some harmonic struc-
ture is barely recognizable. These properties are typical for narrowband spikes,
however the bandwidth is of the order of 500 MHz, about an order of magni-
tude larger than usual for spikes. Thus the coherent emission in Figure 10.3
combines properties of both narrowband spikes and pulsations.

There are probably more burst types among the decimetric bursts, although
some may be just borderline cases. It must be pointed out that the classification
is influenced by spectral and temporal resolution. A few peculiar events have
been noted that did not fit at all into any of these classes, such as the drifting
type II-like events (Benz 1976; Allaartet al.1990) and fine structure in type IV
bursts (Karlickyet al. 2001). Nevertheless, the above five major classes plus
the gyrosynchrotron type may be used to tentatively classify most 0.3–8 GHz
observations.
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Figure 10.3. Dynamic spectrogram of total flux observed on 2001/10/19. Coherent emission
occurred around 12:22:30 UT, before the main flare phase marked by diffuse gyrosynchrotron
emission peaking at 12:23:00 UT.

2.2 High-frequency limit of the decimeter range

As seen in Figure 10.1, the lower frequency limit to the burst type referred
to as “decimetric” is between 300 and 700 MHz. Above that frequency, the
metric types from I to V disappear except for the type III bursts, and new
types of bursts appear. Thus one may wonder where the upper limit of these
coherent bursts could be. The upper limit puts an important constraint on the
emission and propagation processes, but is difficult to determine since the quiet
and slowly varying radio backgrounds increase with frequency, the absorption
by collisional damping becomes more severe, and coherent emissions become
generally weaker.

Benzet al.(1992a) have reported narrow-band spikes at 6.5–8 GHz, and Benz
et al.(1992b) recorded a group of type III bursts exceeding the observing limit
of 8.5 GHz. Both cases were strongly polarized, which has been interpreted by
the authors as an effect of selective mode propagation. The highest peak flux
measured at 8.2 GHz was 60 sfu. Levinet al. (1994) have reported “steps” in
pre-flare emission at 8–12 GHz.

Two new observations are reported here for the first time: The frequency-
agile Phoenix-2 spectrometer has been modified to observe at 10–12 GHz in
1999 March 13 to 31, 2000 March 16–April 15, and 2000 October 9–22. The
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antenna had a diameter of 0.8 m, observing the full Sun. The channel bandwidth
was 10 MHz, sampling time 0.1 s and integration time 0.5 ms. The rms noise of
these observations was 0.0095 times the quiet Sun. Using the observed SGMH
values for calibration, the detection threshold (5σ) was about 22 sfu. During
1100 observing hours, including 322 flares reported by NOAA, no event was
found other than consistent with broadband gyrosynchrotron emission.

A more sensitive observation was made at ETH Zurich from 2000 July 1–
11, using an acousto-optic multichannel spectrometer in the 10.7–11.7 GHz
band. The time resolution was 0.1 s and frequency channels were 1 MHz
separated by 3.9 MHz. The sampling time and integration time were 40 ms and
equal, yielding a sensitivity of 12 sfu (5σ). The sensitivity has been improved
by integrating to 5MHz×0.08s pixels yielding a sensitivity of 4 sfu. In 200
observing hours, including 72 flares, no burst other than broadband emission
was observed. Thus the present observations suggest that the high-frequency
limit of coherent solar flare emission is 9–10 GHz.

2.3 Why decimetric radio bursts?

The emission frequency of coherent emission is tightly related to the source
plasma and not to the exciting electrons. It is one of the characteristic frequen-
cies of the background plasma, the plasma frequency or electron gyrofrequency,
that determine the emitted radio frequency. Thus it is immediately clear that the
most direct diagnostic value of coherent emission concerns the source plasma.
The plasma frequency is given by

ωp =

√
4πe2ne

me
= 2π 890

√
ne

1010cm−3
[MHz], (10.1)

wheree is the elementary charge,me the electron mass andne the electron
density. The electron cyclotron frequency is

Ωe =
eB

mec
= 2π 280

(
B

100 G

)
[MHz], (10.2)

whereB is the magnetic field strength. Radio emission is produced at these
frequencies (fundamental) or second harmonic (and higher for some gyro-
magnetic emissions).

The decimeter range (0.3 to 9 GHz) thus corresponds to source densities of
3 × 108 to 3 × 1011 cm−3, assuming harmonic plasma emission. This is the
range of densities where the primary energy release of flares is expected to take
place.
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3. Hard X-rays and Decimeter Radiation

What radiation is observed during major hard X-ray (HXR) flares in the
decimeter range? The two wavelengths must be compared exactly in time and
the spatial location of the emissions should be close. This has been done only
partially and very recently in a few cases. Here I review studies in which have a
certain type of radio burst has been selected and searched for associated HXR.

3.1 Decimetric type III bursts

Temporal correlations have been first made for type III bursts. Only 3% of
meter wave type III bursts are correlated with impulsive HXR emission (Kane
1981), however the correlation increases with increasing type III start frequency
and with intensity. Since metric type III bursts originate high above active
regions and propagate mostly upwards, it is perhaps not surprising that they
are poorly correlated with HXR events. Aschwandenet al. (1985) show that
48% of reverse-drift type III bursts at decimeter wavelengths are correlated with
HXR bursts, consistent with the expectation that downward-directed electron
beams should correlate better with thick target HXR emission than upward-
directed beams. However, not every HXR peak is associated with a radio burst.
Aschwandenet al.(1995) find an associated type III burst in 31% of individual
HXR pulses. In a more recent study of C-class flares in active region 9830,
out of 11 only 7 events showed radio emission recorded by the Phoenix-2 radio
spectrometer between 100 MHz and 4 GHz, 5 of them type III radio bursts.
Two were associated with decimeter wave emissions of unknown origin (Benz
& Grigis, unpublished). Most surprising in these recent investigations is the
large range of observed ratios between coherent radio emission and X-ray flux.
The range exceeds 9 orders of magnitude from intense groups of meter wave
type III bursts without X-ray counterpart to large HXR events without coherent
radio emission at meter and decimeter waves.

Some flare electron beams emit coherent radio waves on their path from the
acceleration site down to the chromosphere where they are stopped and emit
HXRs. The correlation of radio waves from down-going electrons with HXR
thick target emission is well established (Denniset al.1984; Sawantet al.1990;
Aschwandenet al.1993), although a comprehensive correlation analysis is still
missing and the spatial relation between the radio sources and HXR has not yet
been investigated.

3.2 Decimetric narrowband spikes

The situation is much less clear for narrowband spikes atdecimeterwave-
length. Originally, they were reported to occur in the rise phase of centimeter
radio bursts and thus to be associated with major flares (Slottje 1978). The as-



212 SOLAR AND SPACE WEATHER RADIOPHYSICS

sociation rate with HXR flares is high (Benz & Kane 1986; Güdelet al.1991).
Narrowband spikes have been discovered also in decimeter type IV bursts oc-
curring after the HXR emitting phase of flares (Isliker & Benz 1994). Contrary
to their relatives at meter waves, however, decimetric spikes do not correlate
with type III bursts and are extremely rare (2% of all HXR flares, Güdelet al.
1991). An association analysis is reviewed in§4.

3.3 Drifting pulsating structures

Much more often than narrowband spikes, decimetric pulsations are associ-
ated with a HXR event. Figure 10.4 shows an example together with gyrosyn-
chrotron emission visible at high frequencies above about 3 GHz and reported
up to 15 GHz inSolar Geophysical Data. The HXR emission peaks simulta-
neously with the first decimeter pulsations occurring in the range 0.45–3 GHz
(markedA in Figure 10.4, top). The pulsations precede the first metric type
III bursts (B) in this event. The bulk of the pulsations drift gradually to lower
frequencies and have a second peak (E) possibly related to weak HXR emission
at 12:21 UT.

The decimetric pulsations in Figure 10.4 have a nonthermal spectrum that is
too narrow for gyrosynchrotron emission. Thus a coherent process is probably
responsible. The emission is pulsating irregularly and does not have a smooth
spectrum, thus it has a “noisy” appearance.

Kliem et al. (2000) have studied a deeply modulated, drifting, pulsating
structure in the 0.6–2 GHz range before the HXR peak. In the main HXR
phase, the intensity increases and the pulsations become less regular. The
decimeteric pulsations drift slowly to lower frequency during the event. The
authors propose a model in which the pulsations of the radio flux are caused by
quasi-periodic particle acceleration episodes that result from magnetic recon-
nection in a large-scale current sheet. Under these circumstances, reconnection
is dominated by repeated formation and subsequent coalescence of magnetic
islands. The process is known as secondary tearing or impulsive bursty regime
of reconnection.

3.4 Flares without radio emission

Considering that flares generally accelerate nonthermal electrons capable of
coherent emissions, one may expect that all flares are accompanied by coherent
radio emissions. As mentioned before, reality is different and more complex:
(i) Simnett and Benz (1986) have pointed out that some 15% of large flares do
not show radio emission in meter and decimeter wavelengths. This percentage
needs to be revised using modern broadband spectra that cover also the range
above 1 GHz. Nevertheless, the fact remains that the coherent radiation is
sometimes much weaker than expected. (ii) Coherent radio emission appears in
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Figure 10.4. Dynamic spectrograms of 0.3–4.5 GHz total flux observed with the Phoenix-2
and Ondrejov radio spectrometers on 1999/09/08 compared with HXR observations by BATSE
in the 25–1000 keV range. In the top part of the figure, various emissions are marked that are
discussed in the text (from Saint-Hilaire & Benz 2003).

many different spectral forms, varying enormously in bandwidth, polarization,
fluctuation, duration and frequency drift. The cause of these widely different
emissions does not appear to be identical and several emission mechanisms
seem to be at work. It is thus not immediately clear which emission originates
from the main acceleration region, refers to escaping or trapped electrons, or is
produced by some secondary shocks.
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4. Flare Physics

The evidence increases that some of the coherent radio emissions in the
short wavelength meter radiation is emitted near or within the HXR flare re-
gion. Most are drifting, broadband pulsations rather than narrowband spikes.
Little is firmly known about the emission process. Even if this first step is not
yet achieved, some conclusions on the acceleration physics can be inferred.
In particular, proposed acceleration processes can be tested on their general
predictions for radio emission. Mechanisms that necessarily produce excessive
coherent radio emission can be excluded. Examples are electron acceleration
producing monoenergetic beams or electron beams proposed as sources of pow-
erful low-frequency waves. Such beams are unstable and would produce intense
coherent radio emission in all cases, which is not observed. More direct in-
ferences may become possible when the emission mechanisms of narrowband
spikes and broadband drifting pulsations will be known.

Secondary emissions, such as type III bursts, also can contribute to under-
standing acceleration. They have been used to locate the energy release site of
small flares in the high corona. Their role in major flares is not clear.

4.1 Location of source regions

Imaging observations of coherent radio emissions will allow in the near future
to put them into the context of the HXR emission and the thermal coronal plasma
as outlined in EUV lines and soft X-rays. The location of the source relative to
coronal loops allows testing the predictions of some emission models. Thus it
will soon become possible to distinguish emissions by trapped electrons from
radiations originating near or at the acceleration site. The existing EIT, TRACE
and RHESSI observations are promising ingredients for a new era of research
in coherent radio emission.

First imaging observations have recently been reported. Benzet al. (2002)
have recently located clusters of narrowband decimetric radio spikes that occur
in the decay phase of solar flares at low decimeter frequencies (327–430 MHz).
Contrary to previous observational claims and leading theoretical expectations,
most of the observed spike clusters reported occurred well outside the main
energy release region of the flare and not at the feet of magnetic loops (Fig-
ure 10.5). Instead, the observations suggest that the electrons for these radio
bursts are accelerated at secondary sites high in magnetic fields adjacent to the
main flare site, as these fields adjust in response to the flare. In at least two
cases the spikes were found near loop tops. Similarly, reversed drifting type III
bursts occurring at frequencies above a spike cluster, suggesting electron beams
propagating downward from the spike source presumably at high altitude, were
found in sensitive observations (Benzet al.2001).
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Figure 10.5. Location of two clusters of decimeteric spikes observed by the Nançay Radiohe-
liograph at 432 MHz (error bars) in the course of the X1.9 event on 2000/07/12 superposed on
an SXT/Yohkoh image. The image coordinates are in arcseconds from Sun center (from Benz
et al.2002).

The role of spike emission in the decimeter range is not settled. It is still
possible that they reveal a property of acceleration in general. However, if
decimetric spikes do represent the main acceleration site as previously assumed,
this could be only for spikes at high decimetric frequency. The above arguments
do not exclude the spike source as a secondary energy release above the main
event. The better transparency of the high corona to radio waves emitted at
the local plasma frequency and their direct interplanetary influence make high-
altitude events particularly interesting.

Figure 10.6 displays the positions of the emissions shown in the spectrum
in Figure 10.4 at the time markedC, thus near the main HXR peak. The
emissions at 410 and 432 MHz correspond to decimetric pulsations, located
less than 20′′from the HXR sources, presumably two footpoint sources situated
on the two flare ribbons. The 327 MHz source appears to be a type III burst
originating from an escaping electron beam.

4.2 Evidence for reconnection

Bidirectional type III bursts have been detected by Aschwandenet al.(1995)
in radio spectra. The acceleration site was concluded to be at a plasma frequency
of about 300–500 MHz. The range was based on a limited set of data. Thus a
density in the acceleration site of3 × 108 to 3 × 109cm−3 was inferred. The
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Figure 10.6. TRACE 1600̊A images with NRH contours (98% level) at various frequencies,
and Yohkoh/HXT (23–33 keV band) overlay (black isophotes) of the 1999/09/08 double-ribbon
flare (for the spectrum see Fig.10.4). The units of the axes are arcseconds from Sun center. The
arrow markedB indicates an ejecta and its motion (from Saint-Hilaire and Benz, 2003).

bidirectional burst in Figure 10.1 rather suggests a density of6.2 × 109 cm−3

(second harmonic emission assumed). Robinson & Benz (2000) interpreted the
general weakness and slower drift of the down-going branch by the combination
of beam properties and magnetic geometry.

Imaging observations have shown that the type III sources often do not
emerge from a single location. Kleinet al. (1997) have reported that down-
propagating branches of metric type III bursts are sometimes double sources.
Their simultaneous existence suggests a common origin. Paesoldet al. (2001)
have found double type III sources to diverge in upward propagation from the
same spike source. The multiplicity of the beam paths is consistent with the
predictions of the reconnection scenario for magnetic energy release where
magnetic field lines from four different directions meet closely.
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5. Emission Processes

The common characteristic of these emissions is that they are not produced
by individual electrons as in free-free emission (bremsstrahlung) or synchrotron
radiation, but by collective motions due to waves and instabilities in the plasma.
The wave introduces an organization in the plasma that allows particles to emit
in phase, thus coherently. Coherent emissions are generally more efficient in
converting kinetic particle energy into radiation than incoherent emission by
single particles. Thus coherent emissions are bright and indicate the presence
of particle oscillations in plasma waves. The waves that can give rise to radio
emissions must be of high frequency, above the local plasma frequency, and
are generally excited by some plasma instability. Thus coherent emissions
indicate the presence of a cause of such instability such as a beam of electrons,
magnetically trapped electrons having a loss-cone velocity distribution, a shock,
or a strong current.

5.1 Beam emissions

Currently type III bursts are the most useful and important coherent bursts
since their physics is at least qualitatively understood. The recent interest in
type III bursts is motivated by their use as a diagnostic for the acceleration
process of electrons in flares and furthermore as tracers of the magnetic field
lines along which they propagate and the ambient density of the corona they
traverse.

The type III emission by energetic electrons is generally agreed to be caused
by three basic processes:

Beam formation: If the acceleration process does not intrinsically pro-
duce a beam, propagation will. As particles propagate along field lines
the fastest ones will arrive first at a remote location and there constitute
a hump on the tail of the ambient electrons.

Plasma instability: As soon as a positive gradient in velocity space beyond
about three times the local thermal electron velocity,vte, develops, the
bump-on-tail instability sets in. It drives electrostatic plasma waves to
grow exponentially. They are approximately Langmuir waves with a
phase velocity equal to the particle velocities of positive gradient. The
frequency of the Langmuir waves is slightly above the plasma frequency,
ωp, of the ambient medium. The distance∆z to reach instability depends
on how rapidly the acceleration occurs, i.e. on the e-folding acceleration
time τ . For a Maxwellian distribution at the acceleration site, it is

∆z ≈ 27(vte/vth)2vteτ , (10.3)
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wherevth is the thermal velocity of the hot electrons (Benz 2002). Eq.
(10.3) demonstrates that instable beams form after a few thousand kilo-
meters for acceleration times less than one second.

Wave conversion: The Langmuir waves are transformed into transverse
electromagnetic waves observable in the radio regime in at least two ways
as has been realized early from the observation of occasional simultane-
ous type III bursts with a frequency ratio of 1:2. The harmonic emission
is well accepted to be the result of coalescence of two Langmuir waves
into a radio wave (L + L′ → t). The dominant emission process at the
fundamental is still in discussion. In interplanetary type III bursts the
decay of a Langmuir wave into an ion sound wave and a transverse wave
(L + s → t) has been found to be the most significant process byin-situ
measurements.

The appearance of high-frequency type III bursts is surprising for two rea-
sons: (i) The escape of radio emission from high density plasma is much reduced
by free-free absorption. Even the second harmonic cannot escape from the 7
GHz level in a spherically symmetric atmosphere at coronal temperatures. (ii)
The densities for such plasma emission is at least1011 cm−3. If coronal, such
densities are astonishing considering the early flare phase to which they refer.
Whether the bursts occur in the transition region and what this would imply,
warrants further studies.

It must be noted here that there is no quantitative theory yet of coronal
type III bursts. Type III bursts appear under such different conditions than in
interplanetary space that accepted theories may not simply be applied to coronal
counterparts.

5.2 Emissions from the acceleration site

If Ωe
>∼ ωp, an instability, called electron cyclotron maser emission, exists

that converts free energy in a velocity distribution increasing in perpendicular
velocity into electromagnetic emission at the electron gyrofrequency and its
harmonics (Wu & Lee 1979). As it can escape directly from the corona as
radio emission, the maser process is extremely efficient. It is the generally
accepted emission process for the terrestrial kilometric radiation and Jupiter’s
decametric radiation. For the Sun, however, it has become doubtful, as the
above requirement is beyond all magnetic fields inferred up to now.

Of particular interest are waves that are predicted by existing acceleration
models. For reconnection models requiring anomalous resistivity, some current
instability is usually invoked. The low-frequency waves excited by currents are
mostly of the ion acoustic or lower hybrid type. They may emit radio emission
by the coalescence process described above if accelerated electrons provide
the Langmuir waves. Such models have been proposed by Benz & Wentzel
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(1981) and Benz & Smith (1987), respectively, to interpret narrowband radio
emissions.

A very popular acceleration model for solar flares is transit-time-damping
(Miller et al. 1997, Schlickeiser 2002). The waves assumed in this model are
even lower in frequency and are unlikely to couple into radio waves. Other
models, in particular those based on electron beams producing waves to ac-
celerate ions (e.g. Temerin & Roth 1992), are prone to predict intense radio
emission. Whether or not coherent radio emission is emitted is therefore an
observable criterion for the validity of acceleration models.

Narrowband radio bursts must be coherent and can only be emitted from
localized sources, as the relevant frequency, either the plasma frequency or
the electron gyrofrequency, cannot have variations more than the observed
bandwidth,∆ν. One can express this in the form

∆ν <∼ ν
∆s

Hf
, (10.4)

where∆s is the size of the source andHf is the scale length of the relevant
frequency.

5.3 Decimetric spikes and pulsations

Narrowband bursts require very small source sizes. Therefore, they cannot
be produced by propagating beams that tend to disperse in space and cause
relatively large and thus broadband sources.

The emission process of decimetric spikes is still controversial. Originally,
the loss-cone instability of trapped electrons has been proposed to produce elec-
tron cyclotron maser emission at the footpoints of flare loops (Holmanet al.
1980; Melrose & Dulk 1982). To avoid the assumption of high magnetic field
strength in the source, the model has been changed to emission of upper-hybrid
and Bernstein modes (Willes & Robinson 1996). The scheme can interpret
occasional harmonic emission in decimeter spikes (Benz & Güdel 1987). Al-
ternatively, Tajimaet al. (1990) and G̈udel & Wentzel (1993) proposed the
spike sources to be in the acceleration regions of flares and to result from waves
produced by the acceleration process. The emission of decimeteric pulsations
has also been interpreted by a loss-cone instability of trapped electrons (As-
chwanden and Benz 1988).

6. Conclusions

Decimetric type III bursts, irregular pulsations and narrowband spikes have
been observed in close correlation with HXR events. They constitute potential
diagnostics for flare energy release and electron acceleration. Two main ingre-
dients are still missing: Their location in relation to the main flare is poorly
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known and at the moment we are still far from an accepted theory for decimetric
spikes and pulsations. Only careful comparisons with complementary observa-
tions of energetic electrons and the thermal coronal background in EUV lines
and soft X-rays can put coherent emissions into context and test the different
scenarios. The comparison with HXR, millimeter and centimeter observations
will be necessary to derive quantitative results on energy release. In combina-
tion with other wavelengths and their recent imaging capabilities, exciting new
possibilities are now opening for radio diagnostics.
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Chapter 11

RADIO OBSERVATIONS OF CORONAL
MASS EJECTIONS

Angelos Vourlidas
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vourlidas@nrl.navy.mil

Abstract In this chapter we review the status of CME observations in radio wavelengths
with an emphasis on imaging. It is an area of renewed interest since 1996 due
to the upgrade of the Nançay Radioheliograph in conjunction with the continu-
ous coverage of the solar corona from the EIT and LASCO instruments aboard
SOHO. Also covered are analyses of Nobeyama Radioheliograph data and spec-
tral data from a plethora of spectrographs around the world. We will point out
the shortcomings of the current instrumentation and the ways that FASR could
contribute. A summary of the current understanding of the physical processes
that are involved in the radio emission from CMEs is be given.

Keywords: Sun: Corona, Sun: Coronal Mass Ejections, Sun: Radio

1. Coronal Mass Ejections

1.1 A brief CME primer

A coronal mass ejection (CME) is, by definition, the expulsion of coronal
plasma and magnetic field entrained therein into the heliosphere. The event is
detected in white light by Thomson scattering of the photospheric light by the
coronal electrons in the ejected mass. The first CME was discovered on 1971
December 14 by the OSO-7 orbiting coronagraph (Tousey 1973) which recorded
only a small number of events (Howardet al.1975).Skylabobservations quickly
followed and allowed the first study of CME properties (Goslinget al.1974).
Observations from many thousands of events have been collected since, from a
series of space-borne coronagraphs:Solwind(Michelset al.1980),SMM/ CP
(MacQueenet al.1980) and currentlySOHO/LASCO (Brueckneret al.1995).
The average properties of CMEs are now well established (Hundhausenet al.
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Figure 11.1. Left panel: Halo CME observed by LASCO/C2 on 2000 February 17. An EIT
195Å difference image is inserted to show the extent of the dimming in the low corona. Both
images are differences between subsequent frames.Right panel:A typical 3-part CME along
the western limb.

1984; Howardet al. 1985; Hundhausen 1999; St Cyret al. 1999; Vourlidas
et al. 2002). Earth-directed CMEs, called “halo” CMEs because the ejected
material surrounds the coronagraph occulter like a halo, were first recognized
in Solwindimages (Howardet al.1982). The left panel of Figure 11.1 shows
a typical example of a halo CME as observed by the LASCO/C2 coronagraph.
Coronal ejections come in many shapes but one of the simplest forms (and
hence usually refer to as “typical”) is the 3-part CME comprising a leading
edge, followed by a dark cavity and a bright core (Fig 11.1, right panel).

In the years since their discovery, CMEs have come to be recognized as
an important means of energy release in the solar corona and halo CMEs, in
particular, as the major driver of the physical conditions in the Sun-Earth system
(Webbet al. 2000; Webbet al.2001; Plunkettet al.2001). For an alternative
view see (Cane, Richardson & StCyr 2000). In an average event,1014−1016 g
of material is ejected into the heliosphere with speeds ranging from 100 to 2000
km/s (Howardet al.1985; Hundhausen, Burkepile & StCyr 1994). CMEs might
play an important role in the evolution of solar magnetism (Low 2001) since an
amount of solar magnetic flux (not directly measured but potentially significant)
is removed during the ejection process. Due to their large propagation speeds,
CMEs can also drive interplanetary (IP) shocks (Cane 1984; Sheeleyet al.
1985). IP shocks could be the sources of the accelerated particles (Reames
1999) that together with Earth-directed CME mass and entrained magnetic field
can severely affect geospace. Consequently, their study is very important for
understanding and ultimately predicting space weather conditions. For a more
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detailed review of CMEs refer to the articles in theCoronal Mass Ejections
monograph (Crooker, Joselyn & Feynman 1997) and references therein.

CMEs are almost exclusively observed by white-light orbiting coronagraphs,
which by design occult the solar disk. Thus, the initiation and early stages of
the event are not visible and observations from other instruments, such as EUV
imagers, must be employed. However, data analysis has been hampered by
varying instrument cadences, small fields of view, and telemetry restrictions.
A thorough understanding of the CME phenomenon still eludes us. This is
an area where radio astronomy can help. Radio telescopes can observe both
the solar disk and the corona out to a few solar radii, at many frequencies and
with high cadence (< 1 s), while data acquisition issues are easily handled for
ground-based instruments.

I begin with a short summary of the types of radio emissions that can be
detected. In the next section, I review the work on radio CME observations since
the launch of the SOHO satellite (Domingo, Fleck & Poland 1995). I conclude
with a discussion of the issues confronting current radio CME observations and
how they can be addressed by future instrumentation, such as the Frequency
Agile Solar Radiotelescope (FASR) to bring radio observations to the forefront
of CME science.

1.2 Radio emissions associated with CMEs

For the sake of the current discussion, we can divide radio emissions into
two classes, thermal and nonthermal, based on the frequency dependence of
the source radio flux density,S(ν), or, for spatially resolved measurements,
the brightness temperature,Tb(ν) (Gary & Hurford, Chapter 4). For optically-
thin thermal sources,Tb(ν) ∝ ν−2 while for optically-thin non-thermal ones,
Tb(ν) ∝ ν−α, α > 2. In the case of CMEs, there are possibly three relevant ra-
dio emission mechanisms; thermal free-free, non-thermal gyrosynchrotron and
plasma emission. Here, I give only a very brief account of the relevant mech-
anisms as they pertain to CMEs. Complete discussion of the radio emission
from the Sun can be found elsewhere (Dulk 1985).

1.2.1 Thermal free-free. The plasma entrained in the expanding mag-
netic field of the CME will produce optically thin free-free emission. The
characteristics of this process are well understood and are described in detail
in this volume (Gary & Hurford, Chapter 4; Gelfreikh, Chapter 6). The free-
free emitting structures will look very similar to the structures seen by the
white light coronagraphs since both correspond to multi-thermal plasmas and
depend on the emission measure of the electrons; namely,

∫
nedl for Thomson

scattering and
∫

n2
edl for free-free, wherene is the density of the coronal elec-

trons. Besides the electron density, one may also derive the inhomogeneity of
the emitting structures from a detailed comparison between the two regimes.
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CMEs have coronal temperatures and low densities and hence their free-free
emission is expected to be very optically thin and difficult to observe, especially
in the presence of the much brighter emissions from non-thermal mechanisms
(Figure 11.2).

1.2.2 Nonthermal gyrosynchrotron. Gyrosynchrotron emission is
routinely observed in flares (Bastian, Benz & Gary 1998) and could be present
in CMEs, since they are capable of accelerating electrons to high energies
(Kahleret al. 1986). The gyrosynchrotron emission from even a small num-
ber of non-thermal electrons, entrained in the CME magnetic field, can easily
exceed the thermal emission by a few orders of magnitude. Therefore, it is
much easier to detect. Due to the dependence of gyrosynchrotron emission on
the magnetic field, the brighter signal will correspond to the locations of the
strongest magnetic field within the CME but the overall morphology will be
similar to the white light CME. Gyroemission at low frequencies is suppressed
in the presence of plasma where the index of refraction deviates from unity
(Razin-Tsytovich suppression). This effect can be used as an additional diag-

Figure 11.2. Simulated free-free radio spectra for the quiet Sun and a typical CME (ne =
3.5 × 107 cm−3, Te = 2.5 MK, L = 4.4 × 1010 cm). The effects of refraction and reflection
at the plasma layer are shown by the dashed and dotted lines, respectively. Diamonds are
measurements by Zirin, Baumert & Hurford (1991). The bars, below 1 GHz, represent the range
of measurements at a few relevant frequencies from Lantoset al. (1980) and Wang, Schmahl &
Kundu (1987). From Bastian & Gary (1997).



Radio Observations of CMEs 227

nostic of the density of the ambient (thermal) electrons and the magnetic field
strength.

1.2.3 Non-thermal plasma emissions. Plasma emission is the most
prevalent emission from CME structures and involves the efficient conversion
of electron energy into a natural wave-mode of the plasma (e.g., trapped Lang-
muir waves) and the subsequent conversion to transverse waves that can escape
to space as plasma radiation. This occurs at the plasma frequency and its second
harmonic but rarely at higher harmonics. It is important mostly for frequencies
below a few hundred MHz. Due to optical thickness effects, the plasma radi-
ation is strongly reabsorbed at high frequencies (above 0.1–0.3 MHz for the
fundamental and 2–5 GHz for the 2nd harmonic). It is the accepted emission
mechanism for type II and IV-IVm solar bursts. Type II bursts are associated
with shocks driven by CME fronts and flares (Cane 1984; Gopalswamyet al.
1998a; Cliver, Webb & Howard 1999) while type IV are stationery bursts that
seem to be associated with the CME material following the leading edge. Mov-
ing type IVs (IVm) are outward-moving radio blobs and are also associated with
CMEs. They occur very rarely and are classified in three types: isolated plas-
moids (Wagneret al. 1981), expanding arches and advancing fronts (Stewart
1985). It should be noted that plasma emission is not the only possible emis-
sion mechanism for IVm bursts. An alternative explanation is gyrosynchrotron
emission.

Imaging observations of such bursts at a single or few widely spaced fre-
quencies are of rather limited use. First, the source morphology is entirely
different from the white-light CME because plasma emission arises near the
plasma level or its second harmonic, making it difficult to directly compare
structures. Second, plasma radiation tends to be very bright and can easily
mask the much weaker thermal free-free emission. Third, it is very difficult to
derive information on the physical parameters of the emitting sources because
of the complexity of the plasma emission processes. However, imaging over
many closely spaced frequencies over the relevant frequency range, as FASR
will do, will provide spatially resolved spectra over the entire emitting volume
and may allow for a more complete interpretation of such events.

2. Radio CME Observations During Cycle 23

The concept of ejection of coronal material has been around for a long time
(Morrison 1954; Gold 1955) owing mainly to the early radio observations of
moving type IV (Boichot 1957) and type II (Payne-Scott, Yabsley & Bolton
1947) bursts. However, the true extent of the CME phenomenon became ap-
parent with the white light observations from orbiting coronagraphs in the last
30 years. Joint imaging radio and white light CME analyses have been rare
because of the limited observing windows between ground-based and earth-
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Figure 11.3. Example of a fairly complete spectral coverage of a CME event from 2 GHz to
100 kHz. The frequency axis on the left is in MHz units and the heliocentric distance axis on
the right is in solar radii. From Dulket al. (2000)

orbiting instruments. Since 1996, this situation has greatly improved with the
operation of the LASCO coronagraphs aboard the SOHO satellite which mon-
itor the Sun continuously from the L1 point. Moreover, new and/or upgraded
radio instruments have become operational in the last few years. They include
solar imaging interferometers such as the Nobeyama Radioheliograph (NoRH;
Nakajimaet al.1994) observing at 17 and 34 GHz, the upgraded Nançay Radio-
heliograph (NRH; Kerdraon & Delouis 1997) observing at up to 10 frequencies
between 164–435 MHz, and the addition of 74 MHz capability at the Very
Large Array (VLA). CME observations have also been reported from the Gau-
ribidanour Radioheliograph (GRH; Rameshet al.1998) and Ooty (Manoharan
et al. 2001). On the spectral front, there have been important advances in the
study of IP bursts with the addition of space-based observations at frequencies
below 14 MHz from the WAVES instrument (Bougeretet al.1995) aboard the
WIND satellite. Several ground-based spectrometers have also been upgraded
(Potsdam, Odrejov, IZMIRAN) or constructed (BIRS, SRBL, Artemis, Oporto).
We can now track the radio emission spectrum from the chromosphere (a few
GHz) all the way to the Earth (a few kHz) (Figure 11.3).
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Combined radio/EUV/LASCO observations have led to new insights on the
physics of CMEs. For these reasons, this chapter is focused on the significant
amount of radio work during the rising phase of solar cycle 23. The emphasis is
on direct radio imaging of CME structures but work on what can be considered
as indirect imaging (e.g., type II sources, spectroscopic observations, etc.) is
also discussed. We present the most important results in the following.

2.1 CME detection

Direct CME detection in radio has great potential for important contribu-
tions to space weather studies because of the ability to track the event from
its nascent stages on the disk to the outer corona. Despite the availability of
better instrumentation there has been no detection of the thermal emission from
CMEs so far. Garyet al. (1998) made the first science observations with the
new 74 MHz VLA band searching specifically for CME thermal signatures.
Two CMEs occurred during this observing period. Despite the radio data’s ex-
cellent sensitivity (signal-to-noise ratio of 3000:1), no signatures of the CMEs
were detected. Faint sources from several CME fronts were detected at NRH
frequencies (Maiaet al. 2000). Figure 11.4 is the best example. The sources
moved at speeds comparable to the CME white light front and had brightness
temperatures consistent with thermal sources (a few×104 K). The polariza-
tion and spectral behavior, however, clearly showed that they were non-thermal
sources. These results do not support the earlier detections of thermal CME
emission (Gopalswamy & Kundu 1992; Sheridanet al. 1978) although those
were made at very low frequencies (< 80 MHz), which are not easily accessible
with today’s imaging instrumentation. The opening of the overlying streamer
during the early stages of a CME was imaged by GRH at 109 MHz and an
estimate of the mass at the leading edge was derived (Kathiravan, Ramesh &
Subramanian 2002). Unfortunately, GRH lacks the capability to follow the
event in time. It appears, therefore, that a radio instrument finely tuned to CME
characteristics is needed. We will return to this point later.

2.2 CME development

Thermal emission is not the only probe into the physics of CMEs. As we
mentioned earlier, nonthermal emissions are easily detectable and their imaging
can tell us a great deal about the development of the CME in the low corona.

The main advantages of coronal radio observations over other wavelengths
are the high cadence (< 1 s) and large field of view (active region scales to 2–3
R¯, depending on observing wavelength). The first joint analysis of a CME with
LASCO and the upgraded NRH (Maiaet al. 1998; Picket al. 1998) revealed
multiple loop systems participating in the eruption process. The development
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Figure 11.4. 1998 April 20 : Radio source progression seen by the NRH at 3 distinct frequen-
cies. The sources is likely associated with the front of the white-light CME (Vourlidaset al.
1999).

Figure 11.5. 1997 November 06: Schematic of the CME development as inferred from the
NRH observations. From Maiaet al.1999.

of the eruption was shown more clearly in the imaging of the 1997 November
06 event (Maiaet al.1999), where activated loop systems were traced from the
flare site to the south of the equator to a active region behind the limb and north
of the equator (Figure 11.5). Most importantly, most of the low-corona CME
development took place within 4–5 min, much faster than the cadence of the
LASCO or EIT instruments. In another large event, the radio sources spread
through the solar disk in< 15 min (Maiaet al.2001). A similar analysis of a
halo CME (Pohjolainenet al.2001) verified the above conclusions. In addition,
they showed that part of the ejected loops can be traced by their radio emission
before their liftoff. The radio observations imaged a set of transequatorial loops
that lifted as part of the CME, leaving an EUV dimming behind (Figure 11.6).

This result demonstrates the capability of radio imaging in tracing the source
regions of the Earth-directed CME ejecta and consequently the possibility of
estimating the mass and magnetic field in these ejecta, perhaps through the use
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Figure 11.6. 195̊A difference image on 1998 May 2 showing the EIT dimming region position
at 14:10 UT. The Nançay 236 MHz image at 13:48:21 UT is overplotted in contours. At the time
of the EIT image, this radio source had already disappeared. From Pohjolainenet al. (2001).

of auxiliary observations (EUV, SXR). The radio observations also reveal the
sites of coronal electron acceleration which continues long after the CME has
left the low corona (Pick 1986).

2.3 Detection of CME-associated structures

EUV waves emanating from sites of active region transients have been re-
cently detected with EIT (Thompsonet al.1999). They are closely correlated
with CMEs (Bieseckeret al. 2002) but flares and metric type II bursts also
occur during these events (Klassenet al.2000; Classen & Aurass 2002). What
is the trigger or the nature of these waves is still unclear. In that respect, radio
imaging of these phenomena may shed some light. For example, Gopalswamy
et al. (2000) reported the imaging of a type II source at 164 MHz coincident
with the location of a brow-shaped EIT wave. The thermal radio counterpart of
another EIT wave was detected at 17 GHz (White & Thompson 2002). These
two observations suggest that there might be two classes of EIT waves. Waves
with sharp fronts may be MHD, flare-associated waves while EIT waves with
diffused fronts nay be associated with CMEs and might trace material pile-up
low in the corona.
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Figure 11.7. Snapshot map of the radio CME loops at 164 MHz. The background disk emission
has been removed. A noise storm is present at the northwest. The spectral indices at a few
locations are also shown. From Bastianet al. (2001).

Bastianet al. (2001) carefully analyzed the faint emissions from the 1998
April 20 CME and were able to detect, for the first time, radio loops behind the
CME front (Figure 11.7). The emission was found to be nonthermal gyrosyn-
chrotron from 0.5–5 MeV electrons. The detection of the loops in several of the
NRH frequencies enabled the calculation of spectral indices along the loops.
By fitting these lines of sight, Bastianet al. (2001) derived additional physical
parameters (e.g., density of thermal electrons, magnetic field). Observations of
this type will open the possibility of more accurate diagnostics (e.g., thermal
density, filling factors) for CME structures.

Gopalswamy, Hanaoka & Lemen (1998) report the detection of a flare-
associated plasmoid at 17 GHz. This is likely the highest frequency type IVm
burst detected, and gives information on nonthermal electrons in the cores of
CMEs. Plasmoids were detected at 164 MHz in the wake of large eruptions
(Vourlidas /etal/ 1999), and they were suggested as the possible sources of some
IP bursts.

2.4 Radio prominence eruptions

Hα prominence eruptions have long been used as proxies to coronal ejections
(Morrison 1954). The Hα emission depends critically on the temperature of
the plasma and therefore provides an incomplete picture of the eruption. Be-
cause of their low temperature (∼ 8000 K) and high density (∼ 1010 − 1011

cm−3), prominences are optically thick at most microwave frequencies and can
be easily observed even at 17 GHz (Gopalswamy & Hanaoka 1998). During
eruption, the prominence heats and expands, resulting in changes in its bright-
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ness temperature and optical thickness (Gopalswamy, Hanaoka & Lemen 1998).
Because prominences are likely to become the white light CME core (Illing &
Hundhausen 1985), their analysis is important. In such a study, Hori (2000)
found that the appearance or not of a CME core depends on the density of the
radio prominence. Estimates of the prominence mass and the dynamics of the
early eruption can also be derived from radio data (Gopalswamy & Hanaoka
1998; Gopalswamyet al. 1999). These mass estimates are of limited value,
however, as the amount of material that drains back to the surface is unknown.
It is worth noting that the analysis of a filament eruption at 5 GHz is one of the
first results to come out from the renovated Siberian Solar Radio Telescope (
Uralovet al.2002).

In addition, careful data reduction of NRH observations of filament erup-
tions at 410 MHz (Marqúeet al.2002) demonstrated that both the filament and
the precursor to the white light CME cavity can be imaged and their develop-
ment followed with high cadence. These results demonstrate that two elements
(cavity and core) of the three-part structure of the nominal CME (front, cavity
and core) can be imaged and analyzed from radio observations of prominence
eruptions. More work in needed in this area to exploit the full potential of these
observations.

2.5 Type II emission

Type II bursts are frequency drifting radio emissions caused by a physical
agent propagating outwards in the solar corona (Wild & McCready 1950). Their
agent is considered to be an MHD shock (Uchida 1960). They were among the
first discoveries in radioastronomy (Payne-Scott, Yabsley & Bolton 1947) and
have been used as a proxy for solar eruptive phenomena ever since, so a very
large literature on type II emission has developed. Gopalswamy 2000 gives
a recent in-depth review of this phenomenon. Here we focus on a couple of
issues that relate to the type II/CME analyses. The correlation between type
II bursts and CMEs remains controversial (Gopalswamyet al. 1998b; Cliver,
Webb & Howard 1999). The main reason is that the relative timing of flares,
CMEs and type II bursts cannot be established sufficiently accurately with the
current instrumentation, although some efforts have been made (Leblancet al.
2001). The connection between metric and decimetric type IIs is also unclear.
Leblancet al. (2001) argue that type IIs can be followed from the Sun to the
Earth, while Reineret al. (2001) conclude that two independent shocks are
needed to explain the observations. The rarity of type II imaging during CME
events (Garyet al.1984) contributes to the confusion. Most type IIs appear at
frequencies below those that can currently be imaged routinely (164 MHz at
NRH). GMRT is in principle capable of observing at 50 MHz but this feature has
not been implemented yet. Besides, GMRT is not a solar-dedicated instrument.
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This area of research needs to be addressed by future instrumentation because
type II bursts can tell us a lot about shocks and their evolution in IP space and
could have important implications for space weather studies.

2.6 CME radio precursors

Radio observations of the corona can contribute also to the search for CME
precursors, which are needed for operational applications. In a recent work
Aurasset al. (1999) proposed that faint drifting continua might indicate the
opening of the coronal structures just before the eruption takes place. Their
conclusion is based on only two events, however. More extensive searches
for these faint radio signatures are needed before drawing firmer conclusions.
Another possible candidate are noise storms (Elgaroy 1977). This radio emis-
sion is associated with coronal changes such as mass addition (Kerdraonet al.
1983), large scale magnetic field restructuring (Habbalet al.1996) and filament
disappearance (Lantoset al. 1981; Picket al. 1995; Marqúe et al. 2001). A
recent statistical study (Ramesh & Sundaram 2001) on the temporal correlation
between noise storms and CMEs has been inconclusive. Another study, Cher-
tok et al. (2001), found that sharp decreases of the noise storm radio emission
are correlated with the passage of the CME material. It seems that the two phe-
nomena are somehow interrelated but the details of the relationship (physical,
temporal and/or spatial) are still unclear.

2.7 Overview

The above review hopefully demonstrates the importance of radio observa-
tions to many aspects of the CME phenomenon. Their contributions to our still
incomplete, understanding of these events can be summarized into a “typical
radio CME”:

It takes less than 15 minutes to fully develop in the low corona. By
“fully develop,” I mean that the CME and its associated disturbances
have spread throughout the solar disk.

During its evolution, multiple loop systems, at distant locations (active
regions), become active and participate in the eruption by contributing
to the ejecta. Determining the participating systems can also help in
selecting viable CME initiation models (Maiaet al.2003).

The ejections continue for tens of minutes, even after the main CME body
(as witnessed by the white light observations) has left the corona. This
suggests that particle acceleration also continues in the wake of the CME.
The delayed ejections can drive shocks, interact with the earlier ejecta
and therefore may be important for understandingin-situ observations
and space weather.
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Structures that are commonly used as CME proxies (EIT waves) might
not be related to CMEs at all but rather to co-temporal flares.

Both the cavity and the core of a typical 3-part white light CME can be
imaged in a radio CME. The much higher cadence, provided by the radio
instruments, allow us to follow the early phases of the eruption in detail.
The core of a typical CME is part of an ejected prominence and its mass
can be estimated from the radio measurements.

Well-defined loops can still be seen within the CME at large heights (2–
3 R̄ ), and contain energetic particles with energies of the order of 1 MeV
interacting with∼ 1 G magnetic fields.

3. FASR Connection

The solar activity that mostly affects the interplanetary space and conse-
quently the Earth environment is the CME activity as seen through white light
observations. As such, white light coronagraphs carry the bulk of the research
effort. However, their principle of operation—occulting the solar disk—is also
their major shortcoming. The birth, drivers and initial stages of the ejection
event cannot be monitored. The best solution, so far, has been accomplished by
the LASCO and EIT instruments observing the ejections from the disk to the
outer corona. These two instrument suites, working as a complement, have con-
tributed to coronal physics and space weather studies to such a degree that future
solar NASA missions (STEREO, SDO) require an EUV disk imager/whitelight
coronagraph suite. However, this approach has some shortcomings. Space-
based observations are restricted by the available telemetry and therefore the
observing cadence and data gathering ability are compromised compared to
ground-based instruments. EUV telescopes are only able to image the solar
disk over a narrow temperature range and might miss CME activity outside of
their bandpass. Coronagraphs able to image the corona below about 1.5 R¯ are
very complex and therefore expensive to build. For these reasons, it is difficult
to identify and follow CME structures from the EUV to the white light fields
of view. This ambiguity plagues the CME modeling efforts, for example.

Radio instruments have their own problems when they are used for CME
observations. But they also have the potential to contribute to the areas where
space-based instruments cannot.

3.1 Advantages of radio observations

From the work discussed in the previous section, one can derive several key
areas radio observations offer (or have the potential to offer) significant insights
in the problem of CMEs.

Accurate timing of CME initiation.
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Positional information on type II/shock.

Identification of the electron acceleration sites.

Capability to follow an event from the low corona to the Earth.

When the emission mechanism is thermal or gyrosynchrotron, derivation
of physical parameters (e.g., electron density, magnetic field, energy
distribution) inside the CME is possible.

3.2 Disadvantages of current radio observations

Incomplete spectral coverage.

Difficulties in combining different spectrometer data due to their varying
sensitivity, calibration, frequency coverage, RFI environment, etc.

Imaging unavailable in many frequencies.

Higher sensitivity is needed for both imaging and spectral observations.

Physical interpretation of important radio emissions, such as type IIs, is
still incomplete. It reduces the scientific return of these radio observations
(for modeling purposes, for example).

3.3 Instrument requirements

Clearly, we need an instrument capable of both broadband spectroscopy and
imaging. The requirements that such an instrument must satisfy are:

(a) It should be able to image the bulk of the ejected material for both limb
and Earth-directed CMEs. This requires the detection of thermal free-
free emission over the background disk emission and the much stronger
nonthermal emissions that accompany CMEs. Because the brightness of
the thermal CME is frequency-dependent, there is a range of frequencies
that would be optimum for detection (Figure 11.2). This range lies be-
tween about 0.2–2 GHz where a dynamic range of∼ 10 is sufficient to
detect CMEs over the disk background. Nonthermal emission can easily
reach brightness temperatures of109 K (e.g. plasma emission). Since the
thermal CME emission is expected to be about104 − 105 K, a dynamic
range of at least104 is needed in this case.

(b) The thermal emission should be imaged at a cadence sufficient to follow
the CME evolution on the disk and low corona and to provide meaningful
speed measurements. Given that a typical CME takes about 15 min to
develop, a radio map of the full disk every minute or two with the dynamic
range stated in (a) should be sufficient.
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(c) We already know from the Nançay observations (Maiaet al.1999; Pohjo-
lainenet al.2001) that nonthermal sources exhibit significant evolution
over 1 sec timescales (loop illuminations, short-lived bursts, etc.). Thus,
snapshot images every few seconds would allows us a better understand-
ing of the high energy processes involved in the CME, pinpointing shock
origins, the relation between flare and CME evolution, etc.

(d) The instrument should have a large field of view to image CMEs beyond
the disk. This will provide the connection to the white light corona-
graph field of view, which generally starts at∼ 2R¯, and so will allow
the study of the acceleration profile and the dynamics of the events and
help elucidate the large scale implications of CMEs, such as effects on
streamers.

(e) Finally, the instrument must be able to observe in as many frequencies as
possible and to switch among them in a rapid fashion. In this way, terres-
trial interference and confusing (bright) solar emissions can be avoided
and the observations can be tailored to individual events. Another ad-
vantage of multi-frequency capability is the use of frequency synthesis
techniques (Conway, Cornwell & Wilkenson 1990) to improve the quality
of the maps with a minimum impact on hardware.

An instrument that can satisfy all these requirements is an interferometric
array designed for Fourier synthesis imaging (e.g., like the VLA). Such an
instrument has been proposed under the name Frequency Agile Solar Radiote-
lescope (FASR) (Bastian, Gary & White 1999) and has been received very well
by the community. It is now the number one recommendation of the Solar and
Space Physics Survey Committee. The instrument concept and implementation
is presented in this volume (Bastian, Chapter 3).

Although the design details (e.g., number of antennas, array shape, etc) have
not been finalized yet, the viability of CME detection by such an array has been
assessed by Bastian & Gary 1997. They simulated an off-limb CME (∼ 1016 g
of material) and used three different methods to detect it: (i) direct snapshot
imaging at a single frequency, (ii) vector subtraction of CME visibilities be-
tween two snapshots (the radio equivalent of running difference) and (iii) vector
subtraction for a temporally redundant array. In other words, an array that has
identicaluv coverage for images taken at a certain cadence,∆t where∆t is
of the order of several minutes. It turns out that the last technique achieves the
best results (Figure 11.8) based on a 73-element array (split into two subarrays
of 37 elements each).

Detection of CMEs against the solar disk is one of the more important tasks
for FASR. Based on the observations reviewed in§2 and the simulations above,
it appears that an array with a large number of elements, frequency agility, large
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Figure 11.8. Simulation of CME detection by a temporally redundant array. Left panel: Results
from a 73-element array. Right panel: Results from a 37-element array. The contour levels are
1, 2, 5, 10, 20×105 K. From Bastian & Gary (1997).

bandwidth and fast cadence will be able to detect disk CMEs. One should not
underestimate source motion as an important factor in pattern recognition. An
observer can distinguish a traveling feature in the presence of noise, even if the
feature is not readily detectable in a single frame. The detection of EIT waves
is a superb example of the power of this technique. These waves are usually un-
detectable in normal EIT images and barely visible in single difference frames.
In a movie sequence of difference, though, the wave becomes visible and can
be analyzed. The discussion so far concerned mainly the thermal radio emis-
sion. On-disk nonthermal sources (e.g. gyrosynchrotron) are expected to be
easily detectable even with a relatively small number of non-thermal electrons
entrained in the CME (Figure 8 in Bastian & Gary 1997).

In conclusion, the power of radio observations lies in their flexibility and
access to the many facets of coronal mass ejections (bulk material, shocks,
waves, prominence eruptions). The ability to obtain information on the physical
parameters of the CME and the processes that initiate these phenomena has been
demonstrated above. The next step is to design, build and operate FASR, a radio
instrument that will exploit this potential.
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Abstract The Frequency-Agile Solar Radiotelescope (FASR) literally opens up a new di-
mension, in addition to the 3D Euclidian geometry—the frequency dimension.
The 3D geometry is degenerated to 2D in all images from astronomical tele-
scopes, but the additional frequency dimension allows us to retrieve the missing
third dimension by means of physical modeling. We call this type of 3D re-
construction Frequency Tomography. In this study we simulate a realistic 3D
model of an active region, composed of 500 coronal loops with the 3D geometry
[x(s), y(s), z(s)] constrained by magnetic field extrapolations and the physical
parameters of the densityne(s) and temperatureTe(s) given by hydrostatic solu-
tions. We simulate a series of 20 radio images in a frequency range ofν = 0.1−10
GHz, anticipating the capabilities of FASR, and investigate what physical infor-
mation can be retrieved from such a dataset. We discuss also forward-modeling
of the chromospheric and Quiet Sun density and temperature structure, another
primary goal of future FASR science.

Keywords: Sun : corona — Sun : chromosphere — Sun : radio
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1. Introduction

Three-dimensional (3D) modeling of solar phenomena has always been a
challenge with the available two-dimensional (2D) images, but is an utmost
necessity to test physical models in a quantitative way. Since solar imaging
telescopes have never been launched on multiple spacecraft that separate to a
significant parallax angle from the Earth, no true 3D imaging or solar tomog-
raphy (Davila 1994; Gary, Davis, & Moore 1998; Lieweret al.2001) has been
performed so far. The Solar Terrestrial Relations Observatory (STEREO), now
being assembled and planned for launch in 2005 November, will be the first
true stereoscopic facility, mapping the Sun with an increasing separation angle
of 22◦ per year. Alternative approaches of 3D reconstruction methods utilize
the solar rotation to vary the aspect angle (Altschuler 1979; Berton & Saku-
rai 1985; Koutchmy & Molodensky 1992; Aschwanden & Bastian 1994ab;
Batchelor 1994; Hurlburtet al. 1994; Zidowitz 1999; Koutchmy, Merzlyakov
& Molodensky 2001), but this method generally requires static structures over
several days. An advanced form of solar rotation stereoscopy is the so-called
dynamic stereoscopymethod (Aschwandenet al.1999; 2000a), where the 3D
geometry of dynamic plasma structures can be reconstructed as long as the
guiding magnetic field is quasi-stationary. Of course, 3D modeling with 2D
constraints can also be attempted if a-priori assumptions are made for the ge-
ometry, e.g. using the assumption of coplanar and semi-circular loops (Nitta,
VanDriel-Gestelyi & Harra-Murnion 1999).

A new branch of 3D modeling is the combination of 2D imagesI(x, y) with
the frequency dimensionν, which we callfrequency tomography. There have
been only a very few attempts to apply this method to solar data, mainly because
multi-frequency imaging was not available or had insufficient spatial resolution.
There are essentially only three published studies that employ the method of
frequency tomography: Aschwandenet al.(1995); Bogod & Grebinskij (1997);
Grebinskijet al. (2000.).

In the first study (Aschwandenet al.1995), gyroresonance emission above
a sunspot was observed at 7 frequencies in both polarizations in the frequency
range ofν = 10–14 GHz with the Owens Valley Solar Array (OVSA) during 4
days. From stereoscopic correlations the height levelsh(ν) of each frequency
could be determined above the sunspot. Correcting for the jump in height when
dominant gyroresonance emission switches from the second (s = 2) to the third
harmonic (s = 3), the magnetic fieldB(ν) = 357(νGHz/s) [G] could then be
derived as a function of height,B(h), and was found to fit a classical dipole
field B(h) = B0(1 + h/hD)−3. Moreover, from the measured brightness
temperature spectrumTb(ν) using the same stereoscopic height measurement
h(ν), the temperature profileT (h) as a function of height above the sunspot
could also be determined. This study represents an application of frequency
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tomography, additionally supported withsolar rotation stereoscopy, and thus
is subject to the requirement of quasi-stationary structures.

In the second study (Bogod & Grebinskij 1997), brightness temperature
spectraTb(ν) were measured in 36 frequencies in the wavelength rangeλ = 2–
32 cm (ν = 0.94− 15 GHz) with RATAN-600, from quiet-Sun regions, active
region plages, and from coronal holes. A differential deconvolution method
of Laplace transform inversion was then used to infer the electron temperature
T (τ) as a function of the opacityτ . This method does not yield the temperature
as a function of an absolute heighth, but if an atmospheric model [T (h), ne(h)]
is available as a function of height, the temperature as a function of the free-
free (bremsstrahlung) opacityT (τ) can be calculated and compared with the
observations.

In the third study (Grebinskijet al. 2000), the brightness temperature in
both polarizations is measured as a function of frequency, i.e.TRCP

b (ν) and
TLCP

b (ν). Since the magnetic field causes a slightly different refractive in-
dex in the two circular polarizations (see Chapter 6, by Gelfreikh), the free-free
(bremsstrahlung) opacity is consequently also slightly different, so that the mag-
netic fieldB(ν) can be inferred. Again, a physical model [T (h), ne(h), B(h)]
is needed to predictB(ν) and to compare it with the observed spectrumTb(ν).

The content of this chapter is as follows: In§2 we simulate an active region,
with the 3D geometry constrained by an observed magnetogram and the physical
parameters given by hydrostatic solutions, which are used to calculate FASR
radio images in terms of brightness temperature mapsTb(x, y, ν), and test how
the physical parameters of individual coronal loops can be retrieved with FASR
tomography. In§3 we discuss a few examples of chromospheric and quiet-Sun
coronal modeling to illustrate the power and limitations of FASR tomography.
In the final§4 we summarize some primary goals of FASR science that can be
pursued with frequency tomography.

2. Active Region Modeling

2.1 Simulation of FASR images

Our aim is to build a realistic 3D model of an active region, in the form of
3D distributions of the electron densityne(x, y, z) and electron temperature
Te(x, y, z), which can be used to simulate radio brightness temperature maps
Tb(x, y, ν) at arbitrary frequenciesν that can be obtained with the planned
Frequency-Agile Solar Radiotelescope (FASR).

We start from a magnetogram recorded with the Michelson Doppler Imager
(MDI) instrument onboard the Solar and Heliospheric Observatory (SOHO)
on 1999 May 08, 0–1 UT. We perform a potential field extrapolation, with the
magnetogram as the lower boundary condition of the photospheric magnetic
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Figure 12.1. Potential field extrapolation of SOHO/MDI magnetogram data from 1999 May
08, 0–1 UT.

field, to obtain the 3D geometry of magnetic field lines. We apply a threshold
for the minimum magnetic field at the footpoints, which limits the number of
extrapolated field lines ton = 500. The projection of these 3D field lines along
the line of sight onto the solar disk is shown in Figure 12.1. We basically see two
groups of field lines, (1) a compact double arcade with low-lying field lines in
an active region in the north-east quadrant of the Sun, and (2) a set of large-scale
field lines that spread out from the eastern active region to the west and close
in the western hemisphere. From this set of field lines we have constrained the
3D geometry of 500 coronal loops, defined by a length coordinates(x, y, z).

In a next step we fill the 500 loops with coronal plasma with densityne(s)
and temperature functionsTe(s) that obey hydrostatic solutions. For accu-
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rate analytical approximations of hydrostatic solutions we used the code given
in Aschwanden & Schrijver (2002). Each hydrostatic solution is defined by
three independent parameters: the loop lengthL, the loop base heating rate
EH0, and the heating scale heightsH . The momentum and energy balance
equation between the heating rate and radiative and conductive loss rates, i.e.
EH(s) + Erad(s) + Econd(s) = 0, yields a unique solution for each parameter
set(L, sH , EH0). For the set of short loops located in the compact double ar-
cade, which have lengths ofL ≈ 4−100 Mm, we choose a heating scale height
of sH = 10 Mm and base heating rates that are randomly distributed in the
logarithmic interval ofEH0 = 10−4, ..., 10−2 erg cm−3 s−1. For the group of
long loops with lengths ofL ≈ 100− 800 Mm, we choose near-uniform heat-
ing (sH = 800 Mm) and volumetric heating rates randomly distributed in the
logarithmic interval ofEH0 = 0.5×10−7, . . . , 0.5×10−5 erg cm−3 s−1. This
choice of heating rates produces a distribution of loop maximum temperatures
(at the loop tops) ofTe ≈ 1− 3 MK, electron densities ofne ≈ 108, . . . , 1010

cm−3 at the footpoints, andne ≈ 106, . . . , 109 cm−3 at the loop tops. We
show the distribution of loop top temperatures, loop base densities, and loop
top densities in Figure 12.2. These parameters are considered to be realistic in
the sense that they reproduce typical loop densities and temperatures observed
with SOHO and TRACE, as well as correspond to the measured heating scale
heights ofsH ≈ 10−20 Mm (Aschwanden, Nightingale, & Alexander 2000b),
for the set of short loops.

For the simulation of radio images we choose an image size of512 × 512
pixels, with a pixel size of 2.25′′, and 21 frequencies logarithmically distributed
betweenν = 100 MHz and 10 GHz. To each magnetic field line we attribute a
loop with a width (or column depth) ofw ≈ 108, . . . , 109 cm. For each voxel,
i.e. volume element atx = (xi, yj , zk), we calculate the free-free absorption
coefficientκff (e.g. Lang 1980, p.47),

κν
ff (xi, yj , zk) = 9.78× 10−3

n2
e,ijk

ν2T
3/2
e,ijk

[24.2 + ln (Te,ijk)− ln (ν)] , (12.1)

and integrate the opacityτν
ff along the line of sight (LOS)z,

τν
ff (xi, yj , zk) =

∫ z

−∞
κν

ff (xi, yj , zk)dz′ , (12.2)

to obtain the radio brightness temperatureT ν
b (xi, yj) with the radiative transfer

equation (in the Rayleigh-Jeans limit),

T ν
b (xi, yj) =

∫ +∞

−∞
Te,ijk exp−τν

ff ((xi,yj ,zk) κν
ff (xi, yj , zk)dz , (12.3)

The simulated images for the frequency range ofν = 100 MHz to 10 GHz are
shown in Figures 12.3 and 12.4. The approximate instrumental resolution is
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Figure 12.2. Distributions of loop lengthsL, loop maximum temperaturesTe,max, loop min-
imum densitiesnmin, and maximum densitiesnmax. The distributions with thick linestyle
correspond to≈ 400 loops in the compact arcade, while the distributions with thin linestyle
correspond to the group of≈ 100 large-scale loops.

rendered by smoothing the simulated images with a boxcar that corresponds to
the instrumental resolution of FASR,

wres =
20′′

νGHz
. (12.4)

A caveat needs to be made, that the real reconstructed radio images may reach
this theoretical resolution only if a sufficient number of Fourier components are
available, either from a large number of baselines (which scale with the square
of the number of dishes) or from aperture synthesis (which increases the number
of Fourier components during Earth rotation proportionally to the accumulation
time interval). Also, we did not include here the effects of angular scattering
due to turbulence or other coronal inhomogeneities (Bastian 1994, 1995).

2.2 Peak brightness temperature

The intensity of radio maps is usually specified in terms of the observed
brightness temperatureTb. We list the peak brightness temperature in each map
in Figures 12.3 and 12.4. We see that a maximum brightness is observed in the
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Figure 12.3. Simulation of radio brightness temperature maps of an active region at 20 frequen-
cies, fromν = 100 to 1258 MHz. The maximum brightness temperature (Tb) and the angular
resolution∆x are indicated in each frame.

second-last map in Figure 12.4, withTb = 1.85 MK at a frequency ofν = 7.94
GHz. Let us obtain some understanding of the relative brightness temperatures
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Figure 12.4. Similar representation as in Fig. 12.3, for frequencies ofν=0.8 to 10 GHz, with
a smaller field of view than in Fig. 12.3. The brightness is shown on linear scale in the first two
rows, and on logarithmic scale in the last two rows (with a contrast of 1:100 in the third row and
1:1000 in fourth row).
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Figure 12.5. The radio peak brightness temperatureTb is shown as function of frequencyν:
for the background corona (B), for cool (C) fat loops (T = 0.5 MK, ne = 1011 cm−3, w = 25
Mm), and hot (H) thin loops (T = 2.0 MK, ne = 1011 cm−3, w = 2.5 Mm). The cross
symbols indicate the peak brightness temperatures observed in the simulated maps (Figures 12.3
and 12.4), while the medium-thick line represents the combined model of hot and cool loops.
The dashed line indicates the expected brightness temperature of hot loops if no beam dilution
due to the instrumental angular resolution would occur. The thick grey curve (B) indicates a
model of the background corona.

Tb(ν) as function of frequencyν, in order to facilitate the interpretation of radio
maps. We plot the peak brightness temperatureTb(ν) of the simulated maps as
function of frequency in Figure 12.5 (cross symbols). There are two counter-
acting effects that reduce the brightness temperature: First, the loops become
optically thin at high frequencies as a result of theν−2-dependence of the free-
free opacity (Eq. 12.1). Hot loops with a temperature ofT = 2.0 MK, a density
of ne = 1011 cm−3, and a width ofw = 2.5 Mm are optically thick below
ν <∼ 5 GHz, so the brightness temperature would match the electron temperature
Tb = Te (dashed line in Figure 12.5), but falls off at higher frequencies, i.e.
Tb(ν > 5 GHz) < Te.

The second effect that reduces the brightness temperature is the beam dilu-
tion, which has aν2-dependence below the critical frequency where structures
are unresolved. The effectively observed brightness temperatureT eff

b (ν) due
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to beam dilution for a structure with widthw is

T eff
b (ν) = Tb ×

{ (
ν

νcrit

)2
for ν < νcrit(w)

1 for ν > νcrit(w)
(12.5)

where the critical frequencyνcrit(w) depends on the widthw of the structure
and, according to Eq. (12.4), is for FASR,

νcrit(w) =
20′′

w′′
[GHz] . (12.6)

Because the brightness drops drastically belowνcrit ≈ 5 GHz in Figure 12.5,
we conclude that the width of the unresolved structures is aboutw′′ = 20′′/5 =
4′′ = 3 Mm. Therefore we can understand the peak brightness tempera-
turestemperature,brightness in the maps, as shown in Figure 12.5 (crosses) in
the range ofν ≈ 3− 10 GHz via a combination of these two effects, free-free
opacity and beam dilution.

Below a frequency ofν <∼ 3 GHz, we see that another group of loops con-
tributes to the peak brightness of the maps. We find that the peak brightness
below 3 GHz can adequately be understood by a group of cooler loops with
a temperature ofT = 0.5 MK, densities ofne = 1011 cm−3, and widths of
w = 25 Mm (Figure 12.5). Thus cool loops dominate the brightness at low
frequencies, and hot loops at higher frequencies.

In the simulations in Figures 12.3 and 12.4 we have not included the back-
ground corona. In order to give a comparison of the effect of the background
corona we calculate the opacity for a space-filling corona with an average tem-
perature ofT = 1.0 MK, an average density ofne = 109 cm−3, and a vertical
(isothermal) scale height ofw ≈ λT ≈ 50 Mm. The brightness temperature
of this background corona is shown with a thick gray curve (labeledB) in Fig-
ure 12.5. According to this estimate, the background corona overwhelms the
brightest active region loops at frequenciesν <∼ 1 GHz. From this we conclude
that it might be difficult to observe active region loops at decimetric frequen-
ciesν <∼ 1.0 GHz, unless they are very high and stick out above a density scale
height, i.e. at altitudes ofh >∼ 50 Mm. In conclusion, the contrast of active
region loops in our example seems to be greatest at a frequency nearν ≈ 5
GHz, but drops at both sides of this optimum frequency (see Figure 12.5).

2.3 Temperature and density diagnostic of loops

FASR will provide simultaneous sets of imagesI(x, y, ν) at many fre-
quenciesν. In other words, for every image position(xi, yj), a spectrum
T ij

b (ν) can be obtained. A desirable diagnostic capability is the determina-
tion of temperature and density in active region loops. Let us parameterize
the projected position of a loop by a length coordinatesk, k = 1, ..., n, e.g.
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[xi = x(sk), yj = y(sk)]. If we manage to determine the temperatureTe(xi, yj)
and densityne(xi, yi) at every loop position(xi, yj), we have a diagnostic of
the temperature profileT (s) and density profilene(s) of an active region loop.
Thus, the question is whether we can extract a temperatureTe and densityne

from a brightness temperature spectrumTb(ν) at a given pixel position(i, j). In
order to illustrate the feasibility of this task, we show the brightness temperature
spectrumTb(ν) of a typical active region loop in Figure 12.6, and display its
variation as a function of the physical (Te, ne) and geometric (w) parameters.

We define a typical active region loop by an electron temperatureTe = 1.0
MK, an electron densityne = 1010 cm−3, and a widthw = 10 Mm. Such a
loop is brightest at frequencies ofν ≈1.5–3.0 GHz (Figure 12.6; thick curve).
The loop is fainter at higher frequencies because free-free emission becomes
optically thin, while it is optically thick at lower frequencies. The reason that
the loop is also fainter at low frequencies is because of the beam dilution at
frequencies where the instrument does not resolve the loop diameter. If we
increase the temperature, the brightness temperature increases, and vice versa
decreases at lower electron temperatures (Figure 12.6, top). If we increase the
density, the critical frequency where the loop becomes optically thin shifts to
higher frequencies, while the peak brightness temperature decreases for lower
densities (Figure 12.6, middle panel). If we increase the width of the loops,
the brightness temperature spectrum is bright in a much larger frequency range,
because we shift the critical frequency for beam dilution towards lower frequen-
cies, while the overall brightness temperature decreases for a smaller loop width
(Figure 12.6, bottom). Based on this little tutorial, one can essentially under-
stand how the optimization works in spectral fitting (e.g. with a forward-fitting
technique) to an observed brightness temperature spectrumTb(ν).

To demonstrate how the density and temperature diagnostic works in practice,
we pick a bright loop seen atν = 5.0 GHz in Figure 12.4, which we show as an
enlarged detail in Figure 12.7 (left panel). We pick three locations (A,B, C)
along the loop and extract the brightness temperature spectraTb(ν) from the
simulated datacubeTb(x, y, ν) at the locations (A,B, C), shown in Figure 12.7
(three middle panels). Each spectrum shows two peaks, which we interpret as
two cospatial loops. For each spectral peak we can therefore roughly fit a loop
model, constrained by three parameters each, i.e.[Te, ne, w]. We can now fit
a brightness temperature spectrumT eff

b (ν) to the observed (or simulated here)
spectrumT obs

b (ν), physically defined by the same radiation transfer model for
free-free emission as in Eqs. (12.1–12.5), but simplified by the approximation of
constant parameters(Te, ne), and thus a constant absorption coefficientκff (ν),
over the relatively small spatial extent of a loop diameterw,

κff (ν) = 9.78× 10−3 n2
e

ν2T
3/2
e

[24.2 + ln (Te)− ln (ν)] , (12.7)
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τff (ν) = κff (ν) w , (12.8)

Tb(ν) = Te

(
1− exp−τff (ν)

)
, (12.9)

T eff
b (ν) = Tb ×

{ (
ν

νcrit

)2
for ν < νcrit(w)

1 for ν > νcrit(w)
. (12.10)
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What can immediately be determined from the observed brightness temperature
spectraT obs

b (ν) are the frequencies of the spectral peaks (Figure 12.7, middle
panels), which are found aroundνpeak = 1.2 and 6.0 GHz. Based on the tutorial
given in Figure 12.6 it is clear that these spectral peaks demarcate the critical
frequencies where structures become unresolved. Thus we can immediately
determine the diameters of the two loops with Eq. (12.6), i.e.w1 = 20′′/1.2 =
17′′ = 12.0 Mm andw2 = 20′′/6.0 = 3.3′′ = 2.4 Mm. The only thing left to do
is to vary the temperature and density and to fit the model (Eqs. 12.7–12.10) to
the observed spectrum. For an approximate solution (shown as smooth curves in
the middle panels of Figure 12.7) we findT1 = 3.0 MK andn1 = 4×1010 cm−3

for the first loop (with widthw1 = 2.5 Mm and spectral peak atν1 = 6.0 GHz),
andT2 = 2.9 MK and n2 = 1.9 × 109 cm−3 for the second loop (with width
w2 = 12 Mm and spectral peak atν1 = 1.2 GHz). The resulting temperature
Te(s) and density profilesne(s) along the loops are shown in Figure 12.7 (right
panels). This approximate fit is just an example to illustrate the concept of
forward-fitting to FASR tomographic data. More information can be extracted
from the data by detailed fits with variable loop cross-section along the loop and
proper deconvolution of the projected column depth across the loop diameter
(which is a function of the aspect angle between the LOS and the loop axis). For
a proper determination of the inclination angle of the loop plane, the principle of
dynamic stereoscopycan be applied (Aschwandenet al.1999; see AppendixA
therein for coordinate transformations between the observers reference frame
and the loop plane). Of course, our example is somehow idealized. In practice
there will be confusion by adjacent or intersecting loops, as well as confusion by
other radiation mechanisms, such as gyroresonance emission, which competes
with free-free emission at frequencies ofν >∼ 5 GHz near sunspots. Polarization
measurements and other spectral features can help to sort out contributions by
other radiation mechanisms, however.

2.4 Radio versus EUV and soft X-ray diagnostics

We can ask whether temperature and density diagnostic of coronal loops
is better done in other wavelengths, such as in EUV and soft X-rays (e.g.
Aschwandenet al.1999), rather than with radio tomography. Free-free emission
in EUV and soft X-rays is optically thin, which has the advantage that every loop
along a LOS is visible to some extent, while loops in optically thick plasmas
can be hidden at radio wavelengths. On the other side, the LOS confusion
in optically thin plasmas is larger in EUV and soft X-rays, in particular if
multiple loops along the same LOS have similar temperatures. Different loops
along a LOS can only be discriminated in EUV and soft X-rays if they have
significantly different temperatures, so that they show different responses in
lines with different ionization temperatures. Two cospatial loops that have
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Figure 12.7. Enlarged detail of the active region with a bright loop (left panel). From the
measured brightness temperature spectraTb(ν) (crosses in middle panels) at the three loop
locations (A, B, C) we fit theoretical spectra and determine the temperatures (right top panel),
densities (right middle panel), and loop widths (right bottom panel) at the three loop locations
(A, B, C).

similar temperatures but different widths cannot be distinguished by EUV or
soft X-ray detectors. In radio wavelengths, however, even cospatial loops with
similar temperatures, as the two loops in our example in Figure 12.7 (T1 =
3.0 MK and T2 = 2.9 MK), can be separated if they have different widths.
The reason is that they have different critical frequenciesνcrit(w) where they
become resolved, and thus show up as two different peaks in the brightness
temperature spectrumT eff

b (ν). Radio tomography has therefore a number of
unique advantages over loop analysis in EUV and soft X-ray wavelengths: (1)
a ground-based instrument is much less costly than a space-based instrument,
(2) a wide spectral radio wavelength range (decimetric, centimetric) provides
straightforwardly diagnostic over a wide temperature range, while an equivalent
temperature diagnostic in EUV and soft X-rays would require a large number
of spectral lines and instrumental filters, (3) optically thick radio emission is
most sensitive to cool plasma, which is undetectable in EUV and soft X-rays,
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except for absorption in the case of very dense cool plasmas, and (4) radio
brightness temperature spectra can discriminate multiple cospatial structures
with identical temperatures based on their spatial scale, which is not possible
with optically thin EUV and soft X-ray emission.

3. Chromospheric and Coronal Modeling

The vertical density and temperature structure of the chromosphere, tran-
sition region, and corona has been probed in soft X-rays, EUV, and in radio
wavelengths, but detailed models that are consistent in all wavelengths are still
unavailable. Comprehensive coverage of the multi-thermal and inhomogeneous
solar corona necessarily requires either many wavelength filters in soft X-rays
and EUV, or many radio frequencies, for which FASR will be the optimum
instrument.

We illustrate the concept of how to explore the vertical structure of the chro-
mosphere and corona with a few simple examples. We know that the corona
is highly inhomogeneous along any LOS, so a 3D model has to be composed
of a distribution of many magnetic fluxtubes, each one representing a mini-
atmosphere with its own density and temperature structure, being isolated from
others due to the low value of the plasma-beta, i.e.β = pthermal/pmagn =
2nekBTe/(B2/8π) ¿ 1. The confusion due to inhomogeneous temperatures
and densities is largest for lines of sight above the limb (due to the longest
column depths with contributing opacity), and is smallest for lines of sight near
the solar disk center, where we look down through the atmosphere in vertical
direction.

The simplest model of the atmosphere is given by the hydrostatic equilibrium
in the isothermal approximation,T (h) = const, where the hydrostatic scale
heightλT is proportional to the electron temperatureT , i.e.

λT =
kBT

µmpg¯
= λ0

( T

1 MK

)
(12.11)

with λ0 = 47 Mm for coronal conditions, withµmp the average ion mass (i.e.
µ ≈ 1.3 for H:He = 10:1) andg¯ the solar gravitation. The height dependence
of the electron density is for gravitational pressure balance,

ne(h) = n0 exp
[−(h− h0)

λ0T

]
. (12.12)

wheren0 = n(h0) is the base electron density. This expression for the density
ne(h) can then be inserted into the free-free absorption coefficientκ(h, ν), with
T (h) = const in the isothermal approximation,

κff (h, ν) = 9.78× 10−3 n2
e(h)

ν2T (h)3/2
[24.2 + lnT (h)− ln (ν)] , (12.13)
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Figure 12.8. Quiet Sun brightness temperature spectrum for an isothermal corona withT = 1.0
MK (solid line) orT = 5.0 MK (dashed line) with a base density ofn0 = 109 cm−3.

At disk center, we can set the altitudeh equal to the LOS coordinatez, so that
the free-free opacityτff (h, ν) integrated along the LOSh = z is,

τff (h, ν) =
∫ h

−∞
κff (h′, ν) dh′ , (12.14)

and the radio brightness temperatureTb(ν) is then

Tb(ν) =
∫ 0

−∞
T (h) exp−τff (h,ν) κff (h, ν)dh . (12.15)

With this simple model we can determine the mean temperatureT (h) by fitting
the observed brightness temperature spectraTb(ν) to the theoretical spectra
(Eq. 12.15) by varying the temperatureT (h) = const (in Eqs. 12.13–12.14).
The expected brightness temperature spectra for an isothermal corona with
temperatures ofT = 1.0 MK andT = 5.0 MK and a base density ofn0 = 109

cm−3 are shown in Figure 12.8 (See also Fig. 4.2 of Chapter 4). We see that
the corona becomes optically thin (Tb ¿ Te) at frequencies ofν >∼ 1− 2 GHz
in this temperature range that is typical for the Quiet Sun.

These hydrostatic models in the lower corona, however, have been criti-
cized because of the presence of dynamic phenomena, such as spiculae, which
may contribute to an extended chromosphere in the statistical average. The
spicular extension of this dynamic chromosphere has been probed with high-
resolution measurements of the Normal Incidence X-Ray Telescope (NIXT)
(Daw, DeLuca, & Golub 1995) as well as with radio submillimeter observa-
tions during a total eclipse (Ewellet al. 1993). Using the radio limb height
measurements at various mm and sub-mm wavelengths in the range of 200-
3000µm (Roelliget al.1991; Horneet al.1981; Wannieret al.1983; Belkora
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et al.1992; Ewellet al.1993), an empirical Caltech Irreference Chromospheric
Model (CICM) was established, which fits the observed limb heights between
500 km and 5000 km in a temperature regime ofT = 4410 K to T = 7500 K
(Ewell et al. 1993), shown in Figure 12.9. We see that these radio limb mea-
surements yield electron densities that are 1-2 orders of magnitude higher in the
height range of 500-5000 km than predicted by hydrostatic models (VAL, FAL,
Gabriel 1976), which was interpreted in terms of the dynamic nature of spicu-
lae (Ewellet al. 1993). This enhanced density in the extended chromosphere
has also been corroborated with recent RHESSI measurements (Aschwanden,
Brown & Kontar 2002). Hard X-rays mainly probe the total neutral and ionized
hydrogen density that governs the bremsstrahlung and the total bound and free
electron density in collisional energy losses, while the electron densityne(h)
inferred from the radio-based measurements is based on free-free emission, and
shows a remarkably good agreement in the height range ofh ≈ 1000−3000 km.
The extended chromosphere produces substantially more opacity at microwave
frequencies than hydrostatic models (e.g. Gabriel 1976).

The atmospheric structure thus needs to be explored with more general pa-
rameterizations of the densityne(h) and temperatureTe(h) structure than hy-
drostatic models provide. For instance, each of the atmospheric models shown
in Figure 12.9 provides different functionsne(h) andTe(h). Observational
tests of these models can be made simply by forward-fitting of the parame-
terized height-dependent densityne(h) and temperature profilesTe(h), using
the expressions for free-free emission (Eqs. 12.13–12.15). In Figure 12.10
we illustrate this with an example. The datapoints (shown as diamonds in
Figure 12.10) represent radio observations of the solar limb at frequencies of
ν = 1.4–18 GHz during the solar minimum in 1986-87 by Zirin, Baumert, &
Hurford (1991). We show in Figure 12.10 an isothermal hydrostatic model for
a coronal temperature ofTe = 1.5 MK and a base density ofne = 109 cm−3,
as well as the hydrostatic model of Gabriel (1976), of which the density profile
ne(h) is shown in Figure 12.9. The Gabriel model was calculated based on the
expansion of the magnetic field of coronal flux tubes over the area of a super-
granule (canopy geometry). The geometric expansion factor and the densities
at the lower boundary in the transition region (given by the chromospheric VAL
and FAL models, see Figure 12.10) then constrains the coronal density model
ne(h), which falls off exponentially with height in an isothermal fluxtube in
hydrostatic equilibrium. We see that the Gabriel model roughly matches the
isothermal hydrostatic model (see Figure 12.10), but does not exactly match
the observations by Zirinet al. (1991). However, if we multiply the Gabriel
model by a factor of 0.4, to adjust for solar cycle minimum conditions, and
add a temperature ofTe = 11, 000 K to account for an optically thick chro-
mosphere (similar to the values determined by Bastian, Dulk & Leblanc 1996),
we find a reasonably good fit to the observations of Zirin (thick curve in Fig-
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ure 12.10). This example demonstrates that radio spectra in the frequency range
of ν ≈ 1–10 GHz are quite sensitive as a probe of the physical structure of the
chromosphere and transition region.
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4. Future FASR Science

With our study we illustrated some basic applications of frequency tomog-
raphy as can be expected from FASR data. We demonstrated how physical
parameters from coronal loops in active regions, from the quiet-Sun corona,
and from the chromosphere and transition region can be retrieved. Based on
these capabilities we expect that the following science goals can be efficiently
studied with future FASR data:

(1) The electron densityne(s) and electron temperature profileTe(s) of in-
dividual active region loops can be retrieved, which constrain the heating
function EH(s) along the loop in the momentum and energy balance
hydrodynamic equations. This enables us to test whether a loop is in hy-
drostatic equilibrium or evolves in a dynamic manner. Detailed dynamic
studies of the time-dependent heating functionEH(s, t) may reveal the
time scales of intermittent plasma heating processes, which can be used
to constrain whether AC or DC heating processes control energy dissipa-
tion. Ultimately, such quantitative studies will lead to the determination
and identification of the so far unknown physical heating mechanisms,
a long-thought goal of the so-calledcoronal heating problem. Radio
diagnostics are most sensitive to cool dense plasma, but are also sensi-
tive continuously up to the highest temperatures, and in this way nicely
complements EUV and soft X-ray diagnostic.

(2) Because coronal loops are direct tracers of closed coronal magnetic field
lines, the reconstruction of the 3D geometry of loops, as mapped with
multi-frequency data from FASR in a tomographic manner, gives infor-
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mation that can be used to test theoretical models based on magnetic
field extrapolations from the photosphere. The circular polarization of
free-free emission contains additional information on the magnetic field
(Grebinskijet al. 2000; Gelfreikh 2002; Brosius 2002; Chapter 6, this
volume), while gyroresonance emission provides direct measurements of
the magnetic field by its proportionality to the gyrofrequency (Leeet al.
1998; White 2002; Ryabov 2002, Chapter 5, this volume). Ultimately,
such studies may constrain the non-potentiality and the localization of
currents in the corona.

(3) The densityne(h) and temperature profileTe(h) of the chromosphere,
transition region, and corona can be determined in the Quiet Sun from
brightness temperature spectraTb(ν), with least confusion at disk cen-
ter. Parameterized models of the density and temperature structure, ad-
ditionally constrained by the hydrodynamic equations and differential
emission measure distributions, can be forward-fitted to the observed ra-
dio brightness temperature spectraTb(ν). This provides a new tool to
probe physical conditions in the transition region, deviations from hydro-
static equilibria, and diagnostic of dynamic processes (flows, turbulence,
waves, heating, cooling) in this little understood interface to the corona.

(4) Since free-free emission is most sensitive to cool dense plasma, FASR
data will also be very suitable to study the origin, evolution, destabi-
lization, and eruption of filaments, which seem to play a crucial role
in triggering and onset ofcoronal mass ejections(Vourlidas 2002; see
Chapter 11, this volume). Ultimately, the information to forecast CMEs
may be chiefly exploited from the early evolution of filaments.

Previous studies with multi-frequency instruments (VLA, OVRO, Nançay,
RATAN-600) allowed only crude attempts to pioneer tomographic 3D-modeling
of the solar corona, because of the limitations of a relatively small number of
Fourier components and a sparse number of frequencies. FASR will be the
optimum instrument to faciliate 3D diagnostics of the solar corona on a routine
basis, which is likely to lead to ground-breaking discoveries in long-standing
problems of coronal plasma physics.
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Abstract
A brief review is provided of what has been learned about the solar corona

from existing coordinated radio and EUV (or soft X-ray) observations. Topics
include: introduction to radio thermal bremsstrahlung and thermal gyroemis-
sion; two-dimensional coronal magnetography measurements; measurements of
coronal elemental abundances; measurements of physical properties of quasi-
transverse (QT) layers in the coronal magnetic field; and three-dimensional coro-
nal magnetography measurements (the primary subject of this Chapter). Results
from these studies are used to help focus on coronal diagnostics that can be
performed with similar coordinated observations involving FASR, as well as to
recommend FASR instrument requirements.

Keywords: active regions, corona, elemental abundances, line emission, magnetic fields,
polarization, radio radiation, sunspots, ultraviolet radiation, X-ray radiation

1. Introduction

The brightness temperatureTb of a radio emitting source is the blackbody
temperature of that source, related to its measured flux density through Planck’s
law of radiation in the Rayleigh-Jeans approximation. We useTb, measured
in K (kelvins), in all that follows. It is well known that two mechanisms con-
tribute to the radio emission from quiescent (nonflaring) coronal active region
plasma: thermal bremsstrahlung (free-free) and thermal gyroresonance (cy-
clotron). Textbooks by Kundu (1965), Zheleznyakov (1970), and Golub &
Pasachoff (1997) provide further information and references on both of these
mechanisms. Thermal bremsstrahlung emission arises from the interaction of
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unbound electrons with protons, and corresponds to the minimum possible ra-
dio intensity to emanate from the plasma. Thermal bremsstrahlung is present
whether or not the emitting plasma is permeated by a magnetic field. Thermal
gyroemission arises from thermal electrons spiraling along coronal magnetic
field lines, and thus requires a magnetic field in its source region. It is emitted
at low harmonics of the local electron gyrofrequency.

A magnetic field in a radio source region forces the radiation from that
region to propagate via two oppositely polarized modes (cf. Sturrock 1994):
the ordinary (o-mode) and the extraordinary (x-mode). The dispersion relation
for theo-mode is similar to that for propagation in a field-free plasma (hence the
name “ordinary”), while that for thex-mode is different due to a resonance at
the gyrofrequency. Thus, for any given radio observing frequency, a different
brightness temperature is obtained for each polarization. However, a radio
telescope does not directly observe either thex-mode or theo-mode, but rather
the handedness (right or left) of the polarization. For a source region in which
the magnetic field’s longitudinal (line-of-sight) component is directed toward
the observer, the right hand (R) circularly polarized component corresponds
to x-mode emission while the left hand (L) corresponds too-mode. Similarly,
if the field’s longitudinal component is directed away from the observer, the
R component corresponds too-mode while theL component corresponds to
x-mode.

The optical thickness∆τ of a source region in either mode of electromagnetic
wave propagation at any given radio frequency is the sum of the free-free (f-f)
and gyroresonant (g-r) opacities:

∆τx,o = ∆τx,o
ff + ∆τx,o

gr . (13.1)

The free-free optical thickness is given by

∆τx,o
ff =

9.786× 10−21(CEM) ln(α/ν)
nνT 1.5(ν ∓ νB cos θ)2

, (13.2)

whereα = 47T for temperatures above3.16×105 K andα = 4.954×10−2T 1.5

otherwise; CEM is the column emission measure
∫

n2
ed` in cm−5 (in whichne

is the electron number density andd` is an element of path length along the line
of sight),T is the electron temperature in K,ν is the observation frequency in
GHz,nν is the index of refraction for the frequencyν, νB = 2.797 × 10−3B
is the gyrofrequency in GHz (B is the magnetic field strength in gauss),θ is
the angle between the magnetic field and the line of sight, and the minus sign
refers to thex-mode while the plus sign refers to theo-mode. A reasonable
approximation for the gyroresonance optical thickness is given by

∆τx,o
gr = 0.052

s2s

2s+1s!
neν

−1LB(1.77× 10−10T )s−1(1± cos θ)2 sin2s−2 θ,

(13.3)
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wheres = ν/νB is the harmonic number (e.g., 2, 3, 4,...),ne is the electron
density,LB is the magnetic scale heightB/∇B in units of109 cm, and the plus
sign refers to thex-mode while the minus sign refers to theo-mode. Zlotnik
(1968) presents more accurate expressions for the angular dependence.∆τx,o

gr

is non-zero only for locations in which the observation frequency is an integral
multiple (harmonic) of the local electron gyrofrequency.

For a radio source with electron temperatureT and optical thickness∆τ
lying below an optical depthτ , the observed radio brightness temperatures will
be

T x,o
b = T [1− exp(−∆τx,o)] exp(−τx,o). (13.4)

The opacities and, hence, the radio brightness temperatures for both emission
mechanisms depend upon the coronal magnetic field. In addition, the two
modes of propagation depend in a different way on that field. The key to mea-
suring coronal magnetic fields is to obtain coronalplasmaparameters (density,
temperature, and emission measure) from observations of optically thin X-ray
and/or EUV emission lines (which are insensitive to coronal magnetic fields),
and then use these quantities in equations for the thermal bremsstrahlung and
gyroresonance opacities so that coronalmagneticparameters (field strength
and direction) can be obtained from a comparison of observed and “calculated”
radio intensities.

This chapter provides summaries of several selected topics pertaining to co-
ordinated radio and EUV/soft X-ray observations, with thoughts on how FASR
observations will enable significant improvements.§2 provides a brief history
of 2D coronal magnetography,§3 discusses the measurement of physical pa-
rameters in a quasi-transverse layer of the coronal magnetic field,§4 presents
measurements of coronal elemental abundance,§5 describes 3D coronal mag-
netography (the main thrust of this Chapter), and§6 summarizes thoughts on
the future of coordinated EUV/soft X-ray and radio observations with FASR.

2. 2D Coronal Magnetography

Coordinated radio and X-ray or EUV observations have been carried out
since the Skylab era in attempts to garner information about coronal magnetic
fields (Kundu, Schmahl & Gerassimenko 1980; Kundu, Schmahl & Rao 1981;
Pallavicini, Sakurai & Vaiana 1981; Shibasakiet al. 1983; Webbet al. 1983,
1987; Holman 1986; Langet al. 1987ab; Brosius, Holman & Schmelz 1991;
Nitta et al. 1991; Brosiuset al. 1992; 1993; Schmelzet al. 1992; 1994). The
terms “radio” and “microwave” are frequently used interchangeably in the range
relevant to magnetic field measurement.

Brosiuset al. (1991, 1992) and Schmelzet al. (1992, 1994) adapted the
Sakurai (1982) potential field extrapolation code to derive two-dimensional ex-
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trapolated magnetograms at specified (sometimes numerous and closely spaced)
heights in the corona to aid with their analysis of observations obtained during
the 1987 Coronal Magnetic Structures Observing Campaign (CoMStOC). This
campaign involved coordinated radio observations with the Very Large Array
(VLA) and soft X-ray observations with the X-Ray Polychromator (XRP; Ac-
ton et al. 1980) aboard the Solar Maximum Mission (SMM) satellite. Key
results from CoMStOC include (i) the derivation of plasma and magnetic field
parameters in individual sunspots and coronal loops, (ii) the demonstration that
potential field extrapolations are sometimes adequate, and other times inade-
quate (yield field strengths that are too small) to explain the observed radio
emission, and (iii) evidence for the presence of cool coronal plasma at some
locations. Bogodet al. (1992) and Langet al. (1993) applied similar adapta-
tions of the Sakurai (1982) code to obtain extrapolated coronal magnetograms.
They combined these potential models of the solar coronal magnetic field with
constant conductive flux models of the solar atmosphere to compute theoreti-
cal radio emission maps for comparison with observations. At some locations
their theoretical and observed maps agreed well, demonstrating that the po-
tential extrapolation provided a reasonable approximation of the coronal field.
At other locations their theoretical intensities exceeded their observed intensi-
ties, suggesting the presence of cool absorbing plasma; at still other locations,
their theoretical intensities were less than their observed intensities, indicating
a possible role for non-potential coronal fields.

Other authors derived 2D maps of the coronal magnetic field without relying
on potential extrapolations from photospheric longitudinal magnetograms. Bro-
siuset al. (1993) used coordinated observations obtained with NASA/GSFC’s
Solar EUV Research Telescope and Spectrograph (SERTS) and the VLA to de-
rive coronal magnetograms in a solar plage area, while Gary & Hurford (1994)
used Owens Valley Solar Array (OVSA) multiple wavelength observations to
derive coronal magnetograms of a solar active region.

Brosiuset al.(1993) used 1991 SERTS EUV images of Fexv at 284.1̊A and
Fexvi at 335.4̊A to determine the two-dimensional temperature and emission
measure distribution in a solar plage area under the assumption of an isothermal
corona. Using the 2D map of intensity ratios of the Fexvi to Fexv emission
lines, along with the ionization equilibrium computations of Arnaud & Ray-
mond (1992), they found that the coronal plasma temperature ranged from 2.3
to 2.9×106 K throughout the region, the maximum value occurring where
relatively strong, oppositely-directed magnetic polarities were closely spaced.
The temperature map, along with the line intensity maps and the coronal iron
abundance of Meyer (1991) and Feldman (1992), were then used to derive a
map of the column emission measure; this ranged from2.5×1027 to1.3×1028

cm−5, the maximum value also occurring where the oppositely-directed mag-
netic polarities were closely spaced. The temperature and emission measure
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maps were used to calculate a map of the expected 1.5 GHz thermal brems-
strahlung emission using equations like those in§1. The calculated structure
and intensity of this emission was similar to the structure and intensity of the
1.5 GHz radio emission observed by the VLA, thus indicating that neither cool
absorbing plasma nor magnetic fields sufficient to produce gyroemission were
required. This meant that thermal bremsstrahlungalonewas responsible for the
1.5 GHz plage emission, thus enabling the derivation of a map of the coronal
longitudinal magnetic field from the observed 1.5 GHz polarization.

From (13.2), the optical depth of the thermal bremsstrahlung emission can
be written

∆τx,o
ff = ∆τ0(1∓ νB

ν
cos θ)−2, (13.5)

where∆τ0 is the optical depth of the unmagnetized plasma. In order to extract
information about the magnetic field from the free-free emission, it is important
that∆τ0 be small enough that the brightness temperatures of the two modes
of radio propagation are different. For example, if∆τ0 is large then the radio
brightness temperatures of both modes are equal to the electron temperature,
and the net polarization is zero. Brosiuset al.(1993) found an average opacity
of 0.1 for the 1.5 GHz emission, appropriate to enable free-free polarization
measurements to be used to derived coronal magnetic fields. Inserting the
above equation into Eq. (13.4), we obtain an expression for thepredictedradio
brightness temperature

T x,o;pred
b = T [1− exp(−∆τx,o

ff )]. (13.6)

Although the brightness temperatures of the two modes depend upon the mag-
netic field strength, the predictedtotal radio intensityIpred = (T x;pred

b +
T o;pred

b )/2 is independent of the field strength, which means that a map of
total predicted free-free intensity can be calculated from a map of∆τ0 val-
ues. This was done, and the resulting map reproduced the observed structure
and intensity within the measurement uncertainties. Equating thepredicted
polarization

P = (T x;pred
b − T o;pred

b )/(T x;pred
b + T o;pred

b ) (13.7)

to the measured valueP = (TR
b − TL

b )/(TR
b + TL

b ), and using the definition
of the longitudinal component of the magnetic fieldBz = B cos θ, it can be
shown that

Bz = 258P [1− exp(−∆τ0)]/[∆τ0 exp(−∆τ0)]. (13.8)

The map of the coronal magnetic field obtained in this way showed that the
longitudinal field strength was∼ 30–60 G in the radio emission region, com-
parable to values obtained with the Sakurai (1982) potential field extrapolation
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code for heights of 5,000 and 10,000 km. This suggested that the magnetic field
in this region was potential, and that the hot plasma observed by SERTS and the
VLA was at heights∼ 5,000 to 10,000 km. Attention was given to relating each
mode of circular polarization (R or L) to its appropriate mode of propagation
(x or o) to obtain the sign of the magnetic field in the radio emission region.

By observing the whole Sun at numerous radio frequencies whose intensities
are dominated by thermal bremsstrahlung, FASR will be able to map the coronal
magnetic field strength over the entire solar disk. It is possible that heights could
be determined by measuring displacements due to projection effects.

3. Diagnostics of Quasi-Transverse Layers

Theextrapolatedcoronal magnetograms derived by Brosiuset al.(1992) and
Schmelzet al.(1992) (see§2), although not “true” coronal magnetograms, were
essential for treating radio polarization inversion via mode coupling in a quasi-
transverse (QT) layer in the coronal magnetic field (Cohen 1961; Zheleznyakov
1970; Bandiera 1982; Ryabov, Chapter 7 of this volume). The QT layer occurs
where the angle between the magnetic field and the line of sight (direction of
wave propagation) approaches90◦, i.e., the longitudinal field componentBz

becomes zero and reverses. Several studies have provided evidence for such
polarization inversions (e.g., Kunduet al.1977; Webbet al.1983; Alissandrakis
& Kundu 1982, 1984; Brosiuset al.1992; Schmelzet al.1992).

The radio polarization is inverted when coupling between the two propaga-
tion modes is weak. Zheleznyakov (1970), using the WKB method, obtained
the following expression for the coupling parameter, given here in the notation
of Bandiera (1982):

Cν =
2 ln 2
π2

(mec)4

e5

(2πν)4

neB3

∣∣∣∣
dθ

ds

∣∣∣∣ , (13.9)

whereme ande are the rest mass and charge on an electron,c is the speed of
light, ν is the observation frequency,ne is the electron number density,B is
the magnetic field strength, anddθ/ds is the gradient of the angle between the
field and the line of sight along the ray path; all units are in CGS. The radio
emission undergoes a polarization inversion whenC ¿ 1, or

4.766× 10−18 ν4

neB3

∣∣∣∣
dθ

ds

∣∣∣∣ ¿ 1. (13.10)

Schmelzet al. (1992) used the magnetic properties of the QT layer in the
extrapolated coronal magnetic field above an active region to deduce the plasma
density in those layers. They found that thepredicted1.5 GHz radio intensities
calculated with the plasma temperature and emission measure derived from
the SMM/XRP soft X-ray observations exceeded the observed values, thus re-
quiring the presence of cooler absorbing plasma overlying the X-ray source.
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Absorption in this cooler plasma reduced the predicted intensities to the ob-
served values. However, by virtue of stronger absorption in thex-mode than
in theo-mode, the resulting expected polarization was opposite that observed.
This polarization would be inverted (to the observed value) in the QT layer if
the modes were weakly coupled, so Schmelzet al. concluded thatC1.5 ¿ 1.
Similarly, they found that no polarization inversion was required for the 4.9
GHz emission, and concluded thatC4.9 À 1. Then, inserting values for the
total field strengthB (5.8 G) and the angular gradient along the line of sight
dθ/ds (7.9×10−11 rad/cm) for the QT layer derived from the potential extrap-
olation, Schmelzet al. usedC4.9 À 1 to place an upper limitne ¿ 1 × 109

cm−3 on the plasma density, andC1.5 ¿ 1 to place a lower limitne À 1×107

cm−3. Both conditions were satisfied byne ≈ 108 cm−3 in the QT layer.

4. Coronal Iron Abundance

The intensity of an optically thin emission line (which most solar EUV and
soft X-ray lines are) is given by

I =
1
4π

NE

NH

∫
G(T )φ(T )dT erg cm−2 s−1 sr−1, (13.11)

whereNE/NH is the abundance of the given element (E) with respect to hy-
drogen (H),G(T ) contains the atomic physics parameters pertaining to the
given line (all of which, in principle, are known: excitation rates, spontaneous
emission rates, branching ratios, fractional ionization, and energy of the tran-
sition), andφ(T ) is the differential emission measure (DEM;n2

edh/dT ). The
DEM provides a measure of the amount of plasma at temperatureT (Withbroe
1975; Pottasch 1963). The “formation temperature” of an emission line is the
temperature of the plasma from which the maximum contribution to the line’s
total intensity is emitted; typically, it is also the temperature corresponding
to the maximum fractional abundance of the relevant ion. Such abundances
are obtained theoretically, for example, under the assumption of ionization
equilibrium (e.g., Mazzottaet al.1998; Arnaud & Raymond 1992; Arnaud &
Rothenflug 1985).

Measured intensitiesIi of EUV and/or soft X-ray lines formed at different
temperaturesTi are used to calculateφ(T ) by inverting the above integral:
φ(T ) is derived such that theoretical line intensities match the observed ones
within the measurement uncertainties. This inversion is non-trivial, and nu-
merous authors have developed different methods to carry it out; see Landi &
Landini (1997), Schmelzet al. (1999), and the conference proceedings edited
by Harrison & Thompson (1991) and references therein.

Note that the DEM depends directly upon the intensities of the emission lines
used to obtain it, as well as the abundances of the elements of those lines. Thus,
in order to calculate an accurate DEM, the intensities of the emission lines must
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be well calibrated, and the abundances of the elements must be known reliably.
Unfortunately, coronal elemental abundances are a subject of controversy (e.g.,
Meyer 1991), and there is evidence that no single set of coronal abundances
can be applied to solar active regions under all circumstances (Saba & Strong
1993). This situation inspired Whiteet al.(2000) to apply a new technique for
measuring the coronal abundance of iron in an active region.

Basically, Whiteet al.obtained coordinated, well calibrated EUV and VLA
radio observations of an active region with sufficiently weak magnetic fields that
the radio emission was due to thermal bremsstrahlung only. The thermal brems-
strahlung condition was established by the facts that the structures in the EUV
and radio images mimicked each other closely, the radio polarization was low,
and the radio spectrum (determined with the radio frequencies of 1.4, 4.8, and
8.4 GHz) was flat. Using the Coronal Diagnostic Spectrometer (CDS) aboard
the NASA/ESA Solar and Heliospheric Observatory SOHO satellite, White
et al. (2000) measured the intensities of emission lines from eight successive
ionization stages of iron (Fe+9 = Fex through Fe+16 = Fexvii) covering the
temperature range1.0× 106 ≤ Ti ≤ 4.0× 106 K. (In this notation, un-ionized
iron is written as Fei.) These observations were obtained on 1997 November
11, one week before the SERTS cross-calibration underflight. Based upon the
coordinated SERTS and CDS observations acquired on 1997 November 18 (see
Figure 13.1), Thomaset al.(1999) derived modifications to the CDS calibration
that were incorporated into the CDS software and applied to the observations of
White et al. (2000), thus providing a reliable absolute radiometric calibration
for the iron line intensities used to calculate the DEM. Thus the only source of
uncertainty in the DEM calculation was the iron abundance.

The DEM was derived assuming a given Fe abundance, and used to calculate
the thermal bremsstrahlung radio brightness temperature. (See Eq. (13.2),
where the column emission measure at temperatureT is obtained by integrating
the DEM over the temperature rangeT to T + dT .) By equating the observed
and calculated thermal bremsstrahlung radio brightness temperatures at all three
radio observing frequencies, the coronal iron abundance was determined to
be 1.56 ± 0.31 ×10−4, in agreement with Feldman (1992). This value is 4
times the photospheric value, consistent with other measured coronal abundance
enhancements for elements of low first ionization potential (FIP; e.g., Meyer
1991, Saba & Strong 1993).

Coronal elemental abundances are important for coronal magnetography be-
cause they directly impact the DEM, which is needed to calculate the free-free
contribution to the radio brightness temperature in order to accurately deter-
mine the observed gyroresonance harmonics (see next section). FASR will
enable more frequent observations of weak, thermal bremsstrahlung regions
(including quiet-Sun areas) to measure the abundances of iron and other ele-
ments when coordinated EUV and/or soft X-ray observations can be obtained.
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Figure 13.1. CDS and SERTS spectra from the 1997 November 18 rocket flight. Portions of
the CDS spectrum in boldface indicate the spectral windows that were observed at the same time
as the SERTS flight; other portions of the spectrum were obtained before and after the rocket
flight. Lines from six ionization stages of iron (xi–xvi) are marked on the figure; lines from
Fex andxvii are also in this waveband.

With FASR it will be possible to monitor abundance variations with time in
emerging and/or decaying active regions. Further, studies of where, when, and
how coronal elemental abundances are organized according to FIP will advance
our understanding of transport in the solar atmosphere.

5. 3D Coronal Magnetography

It is widely believed that magnetic processes heat the solar corona, drive
the solar wind, and trigger solar flares. Therefore, measurements of coronal
magnetic fields may provide the key to understanding these phenomena. We
describe Brosiuset al.’s (2002) treatment of coordinated EUV and radio obser-
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vations of NOAA Active Region 8108 on 1997 November 18 as an example of
three-dimensional solar coronal magnetography.

Radio observations were obtained with the VLA, and EUV observations
were obtained with CDS and the Extreme-ultraviolet Imaging Telescope (EIT)
aboard SOHO. In addition, coordinated SERTS sounding rocket observations
(Brosiuset al. 2000) provided a reliable cross calibration standard (Thomas
et al.1999) for the SOHO instruments, as well as density sensitive line inten-
sity ratios. Finally, the Michelson Doppler Imager (MDI) aboard SOHO was
used to obtain photospheric longitudinal magnetograms from which potential
extrapolations (Sakurai 1982) were derived for comparison with the 3D fields
derived as described below. See Figure 13.2.

Figure 13.2. Fexii 195Å 4′ × 4′ EIT image of NOAA AR 8108 around 1940 UT on 1997
Nov 18, with (1) VLA T R

b (5 GHz) contours at 0.1, 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, and 2.0
×106 K (solid); (2) MDI Bz contours of +1000 and +1500 G (dotted); (3) CDS and SERTS
2′ × 2′ sub-FOV (solid); (4) Radio centroids ofT R

b (5 GHz) andT R
b (8 GHz) (crosses); and (5)

1′.9× 1′.3 area for magnetography (dashed). The heliocentric location of the spot in this image
is (-185′′, +295′′), i.e., north and east of disk center.

The coronal magnetography method developed by Brosiuset al.(1997, 2002)
uses the right-hand (R) and left-hand (L) circularly polarized components of the
radio observing frequencies, along with the coordinated EUV observations, in
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an iterative procedure to obtain the temperature distribution of the total magnetic
field strengthB(x, y, T ) for each spatial location(x, y) in and around an active
region sunspot. Temperature is used as the independent variable since the
relationship between height and magnetic field is poorly constrained by the data
(e.g., White & Kundu 1997), and the temperature dependence of the derived
coronal magnetic field is relatively insensitive to uncertainties on the observed
parameters. Ultimately, however,B(x, y, T ) is converted toB(x, y, h).

Brosiuset al. (2002) were the first to apply CDS and EIT data to the prob-
lem of coronal magnetography. These data enabled significant improvements
over previous coronal magnetography measurements by providing (1) amea-
sured(rather thanestimated, as in Brosiuset al.1997) pixel-by-pixel (i.e., two-
dimensional) differential emission measure, which enables the treatment of a
realistic, non-isothermal corona; and (2) a measured two-dimensional (rather
than a single-spectrum average active region) electron density distribution. In
addition, Brosiuset al. (2002) developed and applied a new algorithm to itera-
tively select the temperature intervals into which the largest, dominant harmon-
ics for each radio observing frequency must be placed in order to reproduce
the observed brightness temperatures. Further, through projection effects, the
radio observations themselves provided a direct measure of an upper limit on
the magnetic scale heightLB as well as evidence that the coronal temperature
increased with height. Thus the temperature dependence of the coronal mag-
netic field was converted to a height dependence with greater confidence than
could be done in earlier studies.

The sunspot was located at heliocentric coordinates(−185′′, +295′′), i.e.,
north and east of disk center. The centroids of the observed L and R components
of 8.450 GHz and the centroids of the observed L and R components of 4.866
GHz shifted systematically to the north and east relative to the photospheric
sunspot (see Figure 13.2). This is consistent with the emission of these com-
ponents being due to thermal gyroemission from successively lower magnetic
field strengths occurring at successively greater heights, viewed in projection.
The shift, combined with an increase in centroid brightness temperature with
increasing displacement, indicated that the coronal temperature increases with
height. The shift in centroid displacements was also used to estimateLB, the
magnetic scale height (B/∇B). Based upon the sunspot’s location, a viewing
angle of20◦.8 relative to the line of sight was obtained. This, combined with
the measured separations among the various centroids and knowing that the
R components were dominated by 3rd harmonic emission (see below) while
the L components were dominated by 2nd, yielded a magnetic scale height
LB ∼ 3.8× 109 cm. Since there was no guarantee that the centroid shifts were
due entirely to projection effects, the measuredLB was interpreted as an upper
limit. This is consistent with other measured values of(2.4 ± 0.1) × 109 cm
(Aschwandenet al.1995),> 0.73× 109 cm (Garyet al.1993),0.54× 109 cm
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(Lee, Gary, & Hurford 1993),(0.74 ± 0.23) × 109 cm (Krugeret al. 1986).
TakingLB ∼ 1 × 109 cm as a canonical value, magnetography calculations
were performed using two values forLB: 3.8× 109 and1.0× 109 cm.

Brosiuset al. (2002) derived 2D arrays of DEM curves with the methods
of both Landi & Landini (1997) and Cooket al. (1999), using the Feldman
(1992) coronal element abundances, the CHIANTI (Dereet al. 1997; Young,
Landi & Thomas 1998) Version 2.0 atomic physics database (Landiet al.1999),
and the Mazzottaet al. (1998) ionization equilibrium computations. In addi-
tion, they obtained theoretical density sensitive line intensity ratios from the
CHIANTI database, and derived a map of the Fexiv density from intensity
images of density sensitive line pairs. Although such ratios were not available
over a wide temperature range, they were available for lines formed at temper-
atures corresponding to the radio brightness temperatures. Calculations were
performed using two simple density distributions consistent with the available
observations: one in which the density remained constant (the value derived
from Fexiv) with temperature, and the other in which the pressure (derived
from Fexiv) remained constant with temperature. Thus coronal magnetog-
raphy calculations were performed for a total of four different parameter sets
(two differentLB values and two different density distributions).

For each spatial location or, in this case, each2′′.5 × 2′′.5 image pixel in-
side the dashed box in Figure 13.2, the solar atmosphere was divided into
discrete intervals of uniform temperature (T -intervals) such that the hottest
plasma (log T = 6.4) was on top, and the temperature decreased downward (to
log T = 5.0). This was the simplest temperature structure that was consistent
with the observations described above, and could have been adjusted as needed
to satisfy constraints imposed by the coordinated EUV and radio observations.
Every image pixel corresponded to a unique line of sight. For each line of sight
the angle between the field and the line of sight was taken to increase from20◦
(the projection angle) at the top (log T = 6.4) to45◦ atlog T = 5.7, and remain
constant below that. It was important that the angle remained relatively small,
or else both modes of any given radio observing frequency would be optically
thick in the same harmonic (see Eq. 13.3) in the sameT -interval, and the ob-
served difference between theR andL (or between thex ando) components at
that frequency could not be reproduced.

The opacity of thei’th interval (at any given radio frequency) is

∆τx,o
i = ∆τx,o

ff ,i + ∆τx,o
gr,i, (13.12)

where all parameters have the same meaning as in (13.1). Similarly, the free-free
and gyroresonant optical thicknesses of thei’th interval can be adapted from
(13.2) and (13.3) by including subscriptsi. For brevity they will not be repeated
here. The radio emission from each discreteT -interval in the solar atmosphere
passes through the overlying intervals prior to exiting the atmosphere, and is
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modified by the total opacity of those layers. The total optical depth of each
interval is given by the sum of the optical thicknesses of all of the overlying
intervals

τx,o
i =

i∑

j=1

∆τx,o
j−1, (13.13)

andτx,o
0 = 0. The contribution to the total brightness temperature from thei’th

interval is
∆T x,o

b,i = Ti[1− exp(−∆τx,o
i )] exp(−τx,o

i ). (13.14)

The total radio brightness temperature is calculated by summing over the con-
tributions from all of the discrete temperature intervals at their corresponding
optical depths:

T x,o
b =

∑
∆T x,o

b,i . (13.15)

The key to deriving coronal magnetic field strengths from solar radio obser-
vations is to determine, first of all, the dominant radio emission mechanism. If
the emission measure is large enough that the free-free mechanism alone is ade-
quate to produce the observed radio brightness temperatures, then the magnetic
field strength may be derived from the observed polarization as described in
§13.2. If the emission measure is so small that the free-free mechanism alone
is not adequate to produce the observed radio brightness temperatures, then
thermal gyroemission must be included, and the appropriate harmonic number
for both modes of each radio observing frequency determined. Brosiuset al.
(2002) restricted their solutions to thegreatestharmonics (which correspond
to the smallest magnetic field strengths) that could possibly do the job. (Recall
that gyroresonance opacity increases with decreasing harmonic number.) Thus
they required that their solution contains the smallest possible magnetic field
strengths. They accomplished this by placing a given harmonic (say, 5th) for
thex-mode of the smallest radio observing frequency ineveryT -interval along
the line of sight, and calculating the corresponding theoretical contributions
to the radio brightness temperature from each interval. If the maximum such
contribution was less than the corresponding observed value, they tried the next
smaller harmonic and repeated the procedure. For a given line of sight, the so-
lution was found when the maximum theoretical radio brightness temperature
contribution exceeded the observed value. This harmonic of this frequency
along this line of sight was later placed in alower T -interval such that the
calculated radio brightness temperature along the line of sight (incorporating
free-free as well as gyroemission, and treating bothx- ando-modes of the given
radio observing frequency simultaneously) matched the observed value.

They then applied an iterative procedure in which thex-mode harmonic
at a given frequency was initially placed in a lowT -interval and successively
moved to higherT -intervals until agreement was reached between the observed
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and calculated brightness temperatures. This process was repeated for theo-
mode of the same frequency, where contributions from both thex-mode’s and
o-mode’s harmonics were included. (Thex-mode is typically optically thick
enough that the contribution from the next lower harmonic does not affect thex-
mode’s brightness temperature.) Free-free contributions were always included,
and the procedure was repeated for both frequencies. Thus, for each line of
sight, they placed at most four harmonics (fourB values) within appropriate
T -intervals. The procedure was performed in each2′′.5 × 2′′.5 (x, y) spatial
pixel in the region (the dashed box in Figure 13.2), but was restricted to the
radio components whose observed brightness temperatures exceeded both the
free-free contribution and a lower limit of2 × 105 K. Thus for some spatial
pixels they placed noB values at all within anyT -intervals (which means that
the magnetic field in those pixels was less than the measurement threshhold),
while in other pixels they placed 1, 2, 3, or 4 values.

For spatial pixels in which two or moreB values were placed intoT -intervals,
the slope∆B/∆T was derived betweenT -intervals within which magnetic field
values were placed, and a simple linear interpolation performed to deriveB(T )
between thoseT -intervals. This yieldedB(x, y, T ) along the line of sight for
field strengths appropriate to the radio observing frequencies. See Figure 13.3.
Maps of the coronal magnetic fieldB(x, y, T ) were obtained by combining
results for each spatial pixel(x, y) within whichB(T ) was derived. See Figure
13.4. Field strengths in excess of 580 G were found in the2 × 106 K plasma,
while field strengths in excess of 1500 G were found in the1× 106 K plasma.
Theoretical radio brightness temperature maps were obtained by integrating
along each line of sight, including all harmonics present. Agreement between
these and the observed maps (see Figure 13.5) served as a consistency check
for the derived coronal magnetic field strength.

For T -intervals above (below) the largest (smallest)T -interval into which
a magnetic field strength value (harmonic) was placed, one could extrapolate
the magnetic field strength using the same slope that was derived in the other
intervals; however, such extrapolations could not be verified because radio ob-
servations at the appropriate frequencies were not available. This is one area in
which FASR will enable vast improvements: by providing numerous additional
radio observing frequencies, it will sample numerous additional magnetic field
strengths (and temperatures) along each line of sight. Thus, FASR will not only
expand theT -range within whichB is measured, but also provide a more dense
sampling ofB within that range.

The temperature dependence of the coronal magnetic fieldB(x, y, T ) was
converted to height dependenceB(x, y, h) by calculating the thicknesses of
the individualT -intervals along each line of sight. The heights of the vari-
ousT -intervals were obtained by summing the thicknesses of their underlying
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Figure 13.3. B(T ) at the centroid of the right-hand circularly polarized component of the 4.866
GHz emission, for all four combinations of density distribution (ne=constant orpe=constant,
based on Fexiv) andLB (1.0 or 3.8×109 cm). Evident blending of the curves indicates that our
solution is relatively insensitive toLB and the plasma density distribution. Dotted and dashed
vertical lines bound theT -range within whichB can be reliably determined at this location.
Similar figures can be plotted for every spatial pixel in the region. By providing observations at
higher and lower radio frequencies, FASR will expand the temperature range within which the
magnetic field is reliably measured.

intervals, and assuming that the height of the lowestT -interval above the pho-
tosphere was 2000 km.

The thicknesses of theT -intervals were derived using two methods. The
first involved the definition of magnetic scale height. For thei’th T -interval,
substituting∇Bi = ∆Bi/∆`i into LB = Bi/∇Bi yields

∆`i = LB∆Bi/Bi, (13.16)

where∆Bi, the change in magnetic field strength across thei’th T -interval,
was taken to be one half the change in magnetic field strength between the two
surroundingT -intervals, i.e.,(Bi+1 − Bi−1)/2. The second method involved
the definition of the column emission measure. For thei’th T -intervalCEMi =
n2

e,i∆`′i, which immediately yields

∆`′i = CEMi/n2
e,i. (13.17)
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Figure 13.4. “Slices” ofB(x, y, T ) along isothermal surfaces at (a) 2.0×106 K, (b) 1.5×106

K, (c) 1.0×106 K, and (d) 0.5×106 K. Contour levels are 100, 580, 870, 1000, and 1500 G, the
last four values corresponding to 3rd & 2nd harmonics of 4.866 GHz, and 3rd & 2nd harmonics
of 8.450 GHz. Inner contours in these1′.9× 1′.3 images are drawn in darker color to enhance
visibility.

Figure 13.6 shows the height dependence of the coronal magnetic field de-
rived at the centroid of the right-hand circularly polarized component of the
4.866 GHz emission. Heights were derived using both methods above (with
two values forLB in the first), as well as the Sakurai (1982) potential field
extrapolation code. Note thatB(h) varied significantly withLB. Based upon
LB = 3.8 × 109 cm derived from the relative displacements of the observed
radio centroids, magnetic field strengths exceeded 1500 G at heights of 15,000
km, and 1000 G at 25,000 km. Also note that the magnitudes of the potential
field strengths are factors of two or more smaller than those derived from the
coordinated radio and EUV data. This indicates that the sunspot field was not
potential, and that currents must have been present in the corona. Observations
of a given target region on several successive days would yield a variety of
projection angles, thus enabling a better determination ofLB and, ultimately,
B(x, y, h). Continuous, full disk FASR observations would enable vast im-
provements in this area.
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Figure 13.5. Observed radio maps, with observedand calculatedbrightness temperature con-
tours of 0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0 MK for (a) the 4.866 GHzx-mode, (b) the 4.866
GHzo-mode, (c) the 8.450 GHzx-mode, and (d) the 8.450 GHzo-mode. The close agreement
between the observed and calculated contours supports the reliability of our derived 3D coronal
magnetogramB(x, y, T ).

Alfv én waves are transverse MHD waves that travel along magnetic field
lines at speedVA = B[4πρ]−1/2, whereρ is the mass density of the medium.
The Alfvén speed is important because it determines timescales on which wave
energy can be deposited (for, e.g., coronal heating), or solar structures may vary.
Alfv én speeds between 25,000 and 57,000 km s−1 were derived for the1×106

K plasma at the centroids of the radio observing frequencies, consistent with
values found by Brosiuset al. (1992) from CoMStOC observations (10,000 -
40,000 km/s). See Figure 13.7.

6. Future of Coordinated Radio and EUV/Soft X-ray
Observations

As a solar-dedicated radio telescope, FASR will provide daily coverage of
the entire solar disk over a wide portion of its0.1 ≤ ν9 ≤ 30 GHz frequency
range, thus providing much more frequent measurements of coronal properties
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Figure 13.6. B(h) derived withne=constant and(solid curve)LB = 3.8× 109, (dash-dotted
curve)LB = 1×109, and(dotted curve)CEM/n2

e. The dashed curve shows the potential field
derived from the MDI photospheric longitudinal magnetogram with the Sakurai (1982) code.

than can be obtained with existing radio instrumentation (like the VLA) which
must be shared by the entire astronomical community.

Coordinated observations between FASR and future EUV imagers and spec-
trometers promise vast improvements over our current capabilities for measur-
ing and understanding coronal properties. For example, the Extreme-ultraviolet
Imaging Spectrometer (EIS), under construction (as of this writing) for the
Solar-B satellite, will provide spectral imaging capability in the 170 - 210 and
250 - 290Å wavebands. These wavebands include lines from Feviii through
Fexvi and Sviii through Sxiii (e.g., Brosiuset al.1998), which means that
EIS observations can be used to obtain maps of DEM curves based upon one
or the other of these two elements. The abundances of these two elements
can be determined separately by applying the method of Whiteet al. (2000).
Further, since most active regions will likely emit only thermal bremsstrahlung
at FASR’s higher radio frequencies, it may be possible to measure element
abundances in almost all active regions using this same method. Ultimately,
temporal variations in coronal elemental abundances will be measured in active
regions and quiet-sun areas. Studies of where, when, and how coronal elemen-
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Figure 13.7. Alfv én speedVA(T ) = B(T )[4πρ(T )]−1/2 derived with (solid curve)
ne=constant and(dotted curve)pe=constant.LB has very little effect onVA(T ).

tal abundances are organized according to FIP will advance our understanding
of transport in the solar atmosphere.

With its wide frequency range of0.1 ≤ ν9 ≤ 30 GHz, FASR will be sen-
sitive to coronal magnetic field strengths between 12 and 5400 G (assuming
3rd and 2nd harmonic gyroemission), a wider range than is currently available
with the VLA. This will enable the measurement of coronal magnetograms not
only in active regions, but in quiet Sun areas as well. FASR will also expand
the temperature range within which the coronal magnetic field is measured,
and provide a more dense sampling of the field within that range. The coronal
magnetography method of Brosiuset al. (2002) described above will be regu-
larly performed with FASR data both on the disk and above the limb, so that
the height dependence (and the magnetic scale height) of the coronal magnetic
field will be unambiguously determined. Further, time variations of coronal
magnetic fields will be studied for a variety of solar features and conditions,
including flares. Since magnetic processes like reconnection are believed to
trigger flares, it will be especially valuable to measure coronal magnetic fields
in a flaring active region both before and after a flare, to look for changes in the
field strength or structure. It is expected that the methods for measuring coronal
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magnetograms will improve with time and experience, so that the acquisition
of full disk coronal magnetograms may eventually become routine.
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Abstract While radio observations of the Sun have mostly focused on active region phe-
nomena, they also contribute unique data to our knowledge of the quiet Sun, in
particular through accurate measurements of the temperature as a function of
height in the atmosphere and through the measurement of nonthermal emissions
from chromospheric and coronal heating events. Here we review observations
of the quiet Sun using radio telescopes and discuss current science problems
that will be addressed with future facilities such as the Frequency Agile Solar
Radiotelescope (FASR).

Keywords: quiet Sun, temperature structure, coronal heating, prominence, filament, coronal
hole

1. Introduction

An article on the quiet Sun needs to start with a definition of the term “quiet
Sun.” This is particularly important for radio observations that cover a large
range of radial distances from the solar surface. In the context of the present
review, we define the quiet Sun as those phenomena in the solar atmosphere that
are not related to active regions. It therefore includes stationary structures such
as coronal holes and quiescent filaments and prominences as well as transient
phenomena such as those believed to be associated with heating of the transition
region and the corona above the quiet photosphere.

287
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Studying the quiet Sun has advantages over trying to grasp the complex
phenomena in active regions because one deals with less complex magnetic
field topologies and a supposedly simpler structure of the stratified atmosphere.
In the photosphere and parts of the chromosphere, the quiet Sun is dominated by
phenomena related to convection. Any energy input to the nonthermal heating
of the upper chromosphere and corona in the quiet Sun must ultimately have
the convective energy as its origin. Magnetic fields are considered to be the
most likely channels for transporting the energy from the photosphere through
the chromosphere and the transition region into the corona.

While most solar radio observations have focused on active region phenom-
ena such as flares and coronal mass ejections, there are several areas in which the
radio regime provides particularly important diagnostic capabilities to address
questions regarding the quiet Sun:

Radio observations provide a linear thermometer that can be scanned in
height by changing the frequency of the observations;

Radio observations show nonthermal heating events in the quiet upper
chromosphere, the transition region, and the corona;

Radio observations of the circular polarization are sensitive to the line-
of-sight component of the coronal magnetic field.

We will discuss these areas in detail in the following sections. Radio observa-
tions of the quiet Sun have also been used to study problems associated with
oscillations (e.g. Tsvetkov 1986; Boroviket al.1997), but we will not discuss
these observations any further because they have so far not led to fundamentally
new insights about the quiet Sun.

Recent reviews of quiet Sun radio physics can be found in the 1998 proceed-
ings of the Japanese National Radio Observatory conference (Bastianet al.
1999). In particular, Shibasaki (1999) reviewed microwave (10–30 GHz) and
Lantos (1999) reviewed low-frequency (30–400 MHz) quiet Sun studies. Here
we concentrate on the higher frequencies and discuss the more recent literature
that has appeared since those reviews were prepared.

We start with short discussions of general issues associated with radio ob-
servations of the quiet Sun and list present and future radio telescopes that are
suitable for quiet Sun studies. The majority of this chapter is divided into three
areas: observations of the thermal emission from the quiet Sun to determine
average atmospheric properties, observations of quiescent prominences and fil-
aments, and observations of nonthermal emission thought to be connected with
heating of the chromosphere and the corona.
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2. Observing the quiet Sun at radio wavelengths

Radio emission from the quiet Sun is in the form of continuum radiation
without significant spectral lines (but see Dravskikh & Dravskikh 1988 and
Boreiko & Clark 1986). The lack of significant spectral lines is no surprise
because the emission of plasma waves by atoms is more effective than the
emission of ordinary photons in a turbulent plasma (e.g. Kaplanet al. 1977).
Furthermore, collisional broadening of the closely-spaced energy levels that
would be involved at radio wavelengths inhibits bound-bound transitions.

The absence of spectral lines limits the diagnostic capabilities of radio ob-
servations. On the other hand, the absence of complicated atomic and radiative
transfer processes makes calculations much more simple. Nevertheless, wide-
band spectra of the intensity and the circular polarization with high temporal
resolution are a powerful tool to retrieve physical parameters of the underlying
atmosphere. Combinations of radio observations with X-ray, EUV, and optical
measurements provide a particularly powerful tool (see Chapter 13 by Brosius).

Radio observations at the shortest wavelengths (sub-millimeter) have histori-
cally been performed with single-dish antennas and have therefore been limited
in spatial resolution to tens of arcsec, except for those that have been recorded
during a solar eclipse, which provides sub-diffraction-limited resolution in one
dimension. Interferometric submillimeter arrays that can be pointed at the Sun
are under construction (e.g. the Atacama Large Millimeter Array, ALMA), and
they will open a new world for solar radio physics because of the sub-arcsecond
spatial resolution that they will achieve.

At longer wavelengths many general purpose imaging radio interferometers
are useful for studying the quiet Sun with good spatial resolution and high
dynamic range, which is required to separate the rather weak signal of the quiet
Sun from the strong active region signals that often dominate the measured
signals. Since the quiet Sun contains a large number of sources that vary on
time scales of minutes, many baselines and therefore many antennas are needed.
Earth-rotation synthesis is normally not an option because the solar sources are
not constant for a long enough period. Apart from the number of baselines and
the receiver noise, the achieved image quality also depends on the accuracy
with which phases and amplitudes can be calibrated. Self-calibrating schemes
can be very useful to reduce antenna-based phase and amplitude errors, making
use of redundancy when a large number of baselines are measured.

The Japanese Nobeyama Radioheliograph is currently the most powerful,
solar-dedicated imaging radio telescope. It provides full disk maps of the Sun
simultaneously at frequencies of 17 and 34 GHz, with an angular resolution of
10 and 5 arcsec, respectively, and with a time resolution as short as 0.1 seconds.
At 17 GHz, both left and right-hand circularly polarized emission is recorded.
The array consists of three arms with 28 antennas each. While originally built
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to study flare-associated phenomena, it is well suited for full-disk quiet Sun
studies (Shibasaki 1999).

The French solar-dedicated Nançay Radioheliograph consists of a cross-
shaped 43-antenna array that images the Sun at 6 frequencies between 164 MHz
and 432 MHz at a rate of 5 Hz (Avignonet al.1989). These frequencies originate
in the corona at heights of 0.1 to 0.5 solar radii above the photosphere.

The general purpose Very Large Array (VLA) in the United States with its
27 antennae in a Y-shaped array is successfully used to observe the Sun when
it is in its most compact configurations. There are seven fixed observing wave-
lengths at 90, 20, 6, 3.6, 2.0, 1.3, and 0.7 cm. Circular and linear polarization
measurements can be performed. The VLA is currently being expanded to
the Expanded VLA (EVLA). While the addition of far-away antennas does
not provide any advantages to solar observations, the much improved spectro-
scopic capabilities, allowing observations anywhere between 1 and 50 GHz and
with more than 250,000 channels, will provide a fantastic solar capability. Its
drawbacks include a low duty-cycle on the Sun due to its non-solar-dedicated
nature, its limited field of view, and its relatively slow (of order 30 s) change of
frequency bands.

The Russian RATAN-600 telescope has a circular arrangement of 895 anten-
na-segments that operate between 0.61 and 30 GHz. The large frequency range
makes it attractive for solar observations in general, but the one-dimensional
scans provide only limited information about the structure of the quiet Sun.

The solar-dedicated Owens Valley Solar Array (OVSA) in the United States
consists of two 27-m and five 2-m antennae spreading over an area about 1.2 km
wide. The receivers can tune to any harmonic of 200 MHz in the range of 1
to 18 GHz, and acquire phase lock in less than 10 ms. The system records
left- and right-circularly polarized and linearly polarized radiation. The rapidly
tuning receiver system provides near-simultaneous observations of an area of
the Sun at many frequencies, allowing observations that require spectroscopic
capabilities.

The planned Frequency Agile Solar Radiotelescope (FASR) is a Fourier syn-
thesis telescope designed to perform imaging spectroscopy over an extremely
broad frequency range (0.1–30 GHz). The frequency, temporal, and angular
resolution of the instrument will be optimized for the many and varied radio
phenomena produced by the Sun. Consequently, FASR will the most powerful
and versatile radioheliograph ever built. FASR will probe all phenomena in the
solar atmosphere from the mid-chromosphere to the outer corona.

The international Atacama Large Millimeter Array (ALMA) is currently
under construction in the Chilean Andes. Its 64 antennas can observe in all
wavelength ranges between 0.35 and 10 mm that are transmitted by the Earth’s
atmosphere. Its spatial resolution of down to 0.01′′as well as its spectroscopic
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capabilities should make it particularly interesting for solar observations (Bas-
tian 2002).

3. General appearance of the quiet Sun in radio waves

Radio observations are particularly useful for temperature measurements as
a function of optical depth because higher frequencies arise from lower layers of
the solar atmosphere. Radio waves of a certain frequency can only be observed
from regions where the local electron plasma frequencyνp is equal to or lower
than the radio frequencyν. Since the electron density decreases with height,
νp also decreases with height. Radio observations therefore provide diagnostic
data from the chromosphere out to the heliosphere. The lower chromosphere
is seen at frequencies of 100–1000 GHz, the middle chromosphere is seen at
20–100 GHz, and the upper chromosphere is seen at frequencies of 2–20 GHz.
The corona is seen at frequencies of 2 GHz and below.

At frequencies above 10 GHz, the Sun appears as a rather uniform disk with
a brightness temperature of about 11,000 K (see Figure 14.1). Active regions
show up as somewhat brighter areas. At frequencies of about 1 GHz, the
quiet Sun has a brightness temperature of about 50,000 K, while active regions
show brightness temperatures of a few million K, which is due to the coronal
component. In coronal holes, the coronal contribution is very small while it may
be substantial elsewhere in the quiet Sun. Coronal holes therefore show up as
darker areas below about 10 GHz. Paradoxically, coronal holes appear brighter
than the quiet Sun (Nindoset al. 1999a) at frequencies above about 10 GHz,
for reasons that are not well understood. At 0.1 GHz and below, the whole Sun
has a brightness temperature of about one million K, and active regions are no
longer distinguishable, but higher-laying structures such as coronal streamers
show up as bright structures.

Figure 14.1. The quiet Sun on 1998 February 01 at different radio wavelengths, compared with
a photospheric magnetogram. From left to right: Kitt Peak magnetogram, Nançay Radiohelio-
graph at 164 and 327 MHz, and Nobeyama Radioheliograph at 17 GHz.
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3.1 Submillimeter observations

Radio images of the Sun at the shortest wavelengths have been obtained at
0.85 mm (a wavelength where the Earth’s atmosphere transmits well at high
altitudes) with the James Clerk Maxwell Telescope (JCMT) on Mauna Kea
(Lindseyet al.1990) and the 10.4 m Caltech Submillimeter Observatory (Bas-
tianet al.1993). These submillimeter full-disk images of the Sun correlate well
with images obtained in very strong spectral lines in the visible spectrum such
as CaII K, which are again well correlated with maps of the magnetic field.
At 0.85 mm, one therefore clearly sees the supergranular network (Lindsey &
Jefferies 1991). The resolution of these observations is on the order of 20′′.
A better spatial resolution can be obtained at the limb during a solar eclipse
when the lunar limb acts as a moving knife-edge. This allows measurements
of the limb profile with a spatial resolution of a few arcsec (Ewellet al.1993),
which shows a roughly 10% limb brightening in the outer 7′′and a radio limb
that extends well beyond the visible limb.

3.2 Millimeter and microwave observations

The time-averaged brightness temperature images of the quiet Sun at fre-
quencies of 5 to 20 GHz also show the chromospheric network (Bastianet al.
1996), such as shown in Figure 14.2. However, there are considerable temporal
variations in the observed brightness temperature.

Coronal holes at the poles as well as elsewhere on the solar disk show en-
hanced emission between 17 and 87 GHz (see Nindoset al.1999b, and refer-
ences therein). Outside of this frequency range, the coronal holes either cannot
be detected or show reduced emission because of the lower coronal tempera-
ture. The enhancement is due to both compact as well as diffuse sources within
coronal holes.

At 17 GHz, the diffuse component has 1500 K excess brightness, and the
compact sources show a localized excess brightness of about 3500 K (Nindoset
al.1999b). The cause of the enhancement is not well understood. A comparison
of 17-GHz Nobeyama radio observations with simultaneous SOHO EIT images
does not show a correlation between the compact radio sources and the bright
EUV features (Nindoset al. 1999b). The temporal variations of the compact
microwave sources also did not correspond to any significant changes in EUV
emission. This suggests that the origin of the polar brightening is not coronal;
it seems that the bulk of the patchy radio emission comes from heights below
the 80,000 K layer.

Recent measurements of an equatorial coronal hole combining 17-GHz maps
from the Nobeyama Radioheliograph with extreme-ultraviolet, far-ultraviolet,
and visible emissions (Moranet al.2001) also do not show an enhanced tem-
perature as measured with UV lines. However, there are indications for an
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Figure 14.2. A magnetogram of the quiet Sun close to disk center obtained with ZIMPOL at
the McMath-Pierce solar telescope with contour lines showing the 2-cm radio emission intensity
as observed with the VLA.

increased Hα intensity in radio enhancements. No such enhancements in Hα
were detected in the coronal hole outside of radio enhancement regions. This
indicates that areas of increased Hα intensity are responsible for the enhanced
radio emission and place the origin of the radio enhancement in the chromo-
sphere. At 37 and 87 GHz, the enhanced radio emission in the polar areas is
associated with polar faculae, indicating that they are different manifestations
of the same underlying activity (Riehokainenet al.2001).

Another interesting development of microwave observations of the quiet Sun
has recently been opened by the development of the theory and observational
tools to use the birefringence of the free-free emission to make radio magne-
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tograms at the base of the quiet Sun corona (Grebinskijet al. 2000, see also
Chapter 6 by Gelfreikh).

4. Thermal stratification of the quiet Sun

Measuring the temperature stratification of the solar atmosphere has tra-
ditionally been done using spectral lines in the optical regime. However, the
temperature dependence of spectral line shapes is often highly nonlinear, which
requires extensive atomic and radiative transfer modeling to deduce tempera-
tures. The problem becomes particularly severe for very strong lines such as the
Caii H and K lines that are formed in the lower chromosphere. The formation
of these lines cannot be assumed to occur in local thermal equilibrium (LTE).
The line core that is formed highest in the atmosphere is dominated by the local
radiation field and becomes independent of the local temperature. Temperature
measurements using strong lines in the visible spectrum as well as EUV lines
are therefore not good temperature diagnostics of the upper photosphere and the
lower chromosphere. The infrared continuum provides a good measurement
of the temperature throughout the photosphere because of the simple relation
between the local temperature at optical depth unity and the infrared contin-
uum formation, which is dominated by the H− opacity and is rather devoid of
spectral lines.

In the quiet Sun, thermal free-free (also called thermal bremsstrahlung),
which is due to individual electrons being accelerated by the Coulomb field of
ions, is the main emission mechanism at radio wavelengths. This incoherent
radiation comes mainly from an optically thick source. Therefore the measured
intensity only depends on the temperature of the emitting electrons.

In solar radio physics, observed (unpolarized) intensities are expressed in
terms of the brightness temperatureTb, which is defined as

Tb =
Iνc

2

2kBν2
, (14.1)

with c being the speed of light,kB the Boltzmann constant, andIν the inten-
sity observed at the frequencyν. For a given atmospheric stratification, the
brightness temperature of the quiet sun is thus given by

Tb =
∫ τmax

0
Te−τdτ , (14.2)

whereT is the temperature,τ is the optical depth, andτmax is a suitably large
optical depth, typicallyÀ 1. The optical depth is the integral of the absorption
coefficient,κ, along the line of sight. An extensive treatment of the subject
can been found in Dulk (1985). Assuming a frequency of 0.1 GHz and a
temperature of106 K, typical conditions for observing the solar corona, the
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absorption coefficientκ is given by Dulk (1985) as

κ(ν) = 0.2n2
eT

− 3
2 ν−2(cm−1) . (14.3)

To calculate the bremsstrahlung emission from a model atmosphere with a
known temperature and the electron density stratification, one calculates the
absorption coefficient and integrates it from the top of the model along the
line of sight to obtain the optical depthτ as a function of geometrical height.
The temperature can then be expressed as a function of optical depth, and the
integration along the line of sight can be carried out. For oblique paths such
as when calculating the center-to-limb variation, the cosine of the heliocentric
angle has to be taken into account in the calculation of the optical depth and
the integration over the temperature stratification. Very close to the limb, the
curvature of the atmosphere also has to be taken into account.

This approach has historically been taken to test models of the quiet Sun. The
observed and the predicted brightness temperatures as a function of frequency
and center to limb distance are compared. The models can then be tuned
to minimize the difference between observations and theoretical prediction.
Unfortunately, the temperature stratification cannot be directly deduced from
radio measurements because the latter do not provide a measure of the optical
depth or opacity. Either one makes certain assumptions or uses additional
observations to estimate the opacity.

Another limitation of the one-dimensional line-of-sight approach outlined
above becomes evident when dealing with optically thick, filamentary objects
such as prominences at the limb that are also seen as filaments on the disk. Be-
cause of the filamentary nature of the prominences, only a fraction of the emis-
sion in the spatial resolution element comes from the optically thick prominence.
This fraction is called the filling factor, and it influences the interpretation of the
observed brightness temperature. Unfortunately, radio observations alone are
insufficient to determine the filling factor without making additional assump-
tions. Yet another limitation has to do with optically thin structures such as hot
plasma in quiet Sun coronal loops. The increase in brightness temperature due
to the optically thin, hot plasma only goes as one over the square root of the
plasma temperature, which is rather insensitive. The quiet Sun radio emission
therefore has two contributions: one from the optically thin corona, and one
from the layer where optical depth unity is reached.

Models of the average quiet Sun have often made use of the measured center-
to-limb variation of the absolute brightness temperature (e.g. Vernazzaet al.
1976). These models are one-dimensional, hydrostatic models that balance the
heat flux and the radiative losses. As far as microwave brightness tempera-
tures are concerned, the FAL modelC (Fontenlaet al.1993) fits the data best.
Measurements between 1.4 and 18 GHz (Zirinet al. 1991) indicate that the
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measured brightness temperature of the quiet Sun between 1.4 and 10 GHz can
be modeled by an optically thick component in the chromosphere and an op-
tically thin coronal component. Above 10 GHz, the transition region needs to
be taken into account, and spatial variations become important. Furthermore,
the phase of the solar cycle must be considered since the coronal contribution
increases during periods of high solar activity even in the quiet Sun (Bastianet
al. 1996).

However, all of these static models ignore the fact that the upper solar at-
mosphere is highly dynamic and spatially structured. Microwave observations
tend to show the cooler structures in the chromosphere because the measured
brightness temperature (Bastianet al. 1996) is well explained by a chromo-
spheric model that can reproduce the carbon monoxide lines originating from
the cool part of the chromosphere (e.g. Avrett 1995). Indeed, until very re-
cently, temperature stratifications of the quiet Sun derived from UV spectral
line intensities by far overestimate the observed radio brightness temperature
(Zirin et al. 1991). By differently analyzing the UV line intensities and dis-
tinguishing network and cell-interior as different contributions to the measured
radio brightness temperature, it has finally been possible to bring the UV and
the radio measurements into agreement (Landi & Chiuderi Drago 2003).

5. Filaments and prominences

Filaments and prominences are different manifestations of the same phe-
nomenon. Filaments are prominences seen on the solar disk. They can be well
observed in the microwave domain because they are optically thick at those
frequencies. This makes radio observations very suitable for estimating the
temperature in filaments. Indeed, radio observations are much better than the
traditional Hα observations because the former do not suffer from Doppler
shifts and rather complicated spectral line formation processes. Filaments typ-
ically occur over extended neutral lines in the quiet Sun and show temperatures
well below the temperature of the surrounding quiet corona. Filaments can be
quiescent or they can erupt. Since the Hα line is rather limited in temperature
range, only radio observations can follow an erupting filament from its quies-
cent state at temperatures of about104 K to the ambient coronal temperature of
the order of106 K.

The first simultaneous radio and EUV observations of a filament (Chiuderi
Dragoet al.2001) showed that the Lyman continuum absorption is responsible
for the lower intensity observed above the filament in the EUV lines that are
formed in the transition region. The lower intensity of coronal lines and the
depression in brightness temperature at radio wavelengths is due to the lack of
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coronal emission. These observations are consistent with a prominence model
of cool threads embedded in the hot coronal plasma, with a sheath-like transition
region around them.

Hanaokaet al. (1999) used the Nobeyama array at 17 GHz to measure the
temperature of erupting filaments on the disk. They found that the brightness
temperature of the filaments increases to the temperature of the quiet Sun at the
beginning of the abrupt eruptions, while the filaments keep their large optical
thickness. After the rapid increase, the brightness temperature does not change
significantly while the filaments erupt. Heating of the surface of the cool core
of the prominences up to the transition-region temperature is the most plausible
explanation of the observed increase in the brightness temperature at 17 GHz.

Marqúe & Lantos (2002) used the Nançay Radioheliograph to detect bright-
ness depressions around filaments, which are believed to be the signature of a
coronal cavity that surrounds the filament. After a filament erupts, even when
signatures of only minor energy release are present, the decimetric observations
indicate the coronal restructuring on the disk that follows the filament eruption.
This suggests the close relation of filament eruptions and coronal mass ejections
(see also Chapter 11 by Vourlidas).

6. Coronal heating events in the quiet Sun

More than fifty years after the million-Kelvin temperatures in the corona
had been discovered, their cause is still not settled. Many heating mechanisms
have been proposed (see the reviews in Ulmschneideret al. 1991), including
a very large number of discrete heating events in the form of very small flares
(microflares and/or nanoflares), various types of waves, and continuous electric
currents. While radio observations have been used for almost two decades to
study coronal heating events in the quiet Sun, the combination of sensitive radio
observations with powerful EUV and X-ray instruments in space has provided
us with new insight. Here I will concentrate on summarizing some of the
important developments during the last five years.

Initial indications for a relation between compact radio sources in the quiet
Sun and coronal brightenings were based on an apparent association of enhanced
radio emission with HeI 1083 nm dark points (a proxy for X-ray bright points) at
20 cm (Habbalet al.1986, Habbal & Harvey 1988) and at 6 cm (Fuet al.1987).
Sources seen in HeI 1083 nm and at radio wavelengths have been observed to
change on time scales of a few minutes. Nevertheless, there were always many
more HeI 1083 nm dark points observed than radio sources.

A direct relation between X-ray and radio measurements was first reported
by Nittaet al. (1992) at 20 cm and by Kunduet al. (1994) at 2 cm. About half
of the sources seen as enhanced features at radio wavelengths correspond to
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X-ray bright points. The other half seems to be associated with concentrated
unipolar magnetic flux (e.g. Nittaet al.1992). The temperature of these areas
as deduced from X-ray measurements is on the order of 1–2×106 K, while the
radio brightness temperature is about a factor of 20 less because the sources
are optically thin at radio wavelengths. X-ray bright points tend to be associ-
ated with two magnetic elements of opposite polarity that evolve together (e.g.
Harvey 1985).

A weak correlation between enhanced radio emission and the magnetic net-
work was discovered by Kunduet al.(1988) and Gary & Zirin (1988) at 20 cm.
The correlation becomes much better at 6 cm and shorter wavelengths. As seen
before, radio emission at these wavelengths originates predominantly from the
upper chromosphere with the corona making only a small contribution. Dis-
crete radio sources in the chromospheric network are variable on time scales of
a few minutes (Gary & Zirin 1988; Garyet al. 1990), such as in Figure 14.3.
Nevertheless, the overall evolution of the radio emission is consistent with the
evolution of the supergranular network itself (Bastianet al.1996).

Figure 14.3. Two radio maps of the quiet Sun obtained with the VLA at 2 cm spaced 2 minutes
apart.

Benzet al.(1997) compared long-exposure soft X-ray images from Yohkoh
with VLA maps at 3.6, 2, and 1.3 cm and photospheric magnetograms. Their
X-ray observations are more than three orders of magnitude more sensitive than
previous observations of X-ray bright points. They find that soft X-ray sources
are often associated with bipolar features in the magnetogram, similar to the
much brighter X-ray bright points. As previous authors had reported, they find
the best correlation between the magnetogram and the radio observations at the
shortest wavelengths which originate from the deepest atmospheric layers. The
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correlation decreases for the longer wavelengths coming from higher layers, and
is also not pronounced for the soft X-ray photons, which originate exclusively
from the corona. Interestingly, the X-ray and radio emissions observed close
to disk center are often displaced by a few arcsec, indicating inclined magnetic
field lines.

Kruckeret al. (1997) studied the temporal variations in the soft X-ray and
radio emissions (see Figure 14.4) using the same data set as Benzet al.(1997).
X-ray brightenings of at least an order of magnitude less than previous obser-
vations show a corresponding radio source correlating in space and time. The
authors call these eventsnetwork flaresbecause of the similarities they share
with standard solar flares: Variations in temperature and emission measure
during the soft X-ray enhancements are consistent with evaporation of cooler
material from the transition region and the chromosphere; the ratio of the total
energies radiated in X-rays and at radio frequencies is similar to that observed
in flares, at least one of the four radio events shows a degree of polarization
as high as 35%; in three out of four cases the centimeter radio emission peaks
several tens of seconds earlier than in the X-ray emission; and the associated
radio emission tends to be more structured and to have faster rise times.

Figure 14.4. Comparison of network flares in soft X-ray and radio waves at 2 cm (from Krucker
et al. (1997).
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In contrast, Nindoset al. (1999) selected transient radio brightenings at
frequencies between 0.33 and 4.5 GHz and compared them with soft X-ray
images from Yohkoh and SOHO EIT images. While most of the events were
related to active regions, one of the cases was clearly in the quiet Sun. All
events were consistent with the radio emission being due to nonthermal, mildly
relativistic electrons.

Benz & Krucker (1999) extended their previous work on the temporal evolu-
tion of microflares by statistically studying the faintest fluctuations in the corona
and relating them to the layers below. They combined VLA observations with
SUMER, CDS, EIT, and MDI data from SOHO. Their analysis indicates that
the first emissions due to coronal events occur in spectral lines originating in the
transition region and the upper chromosphere. These emissions are assumed
to be due to electron beams impinging on the chromosphere. The coronal line
EUV emission lags by about 5 minutes, similar to what is seen in regular flares.
This coronal line emission is likely due to the evaporating plasma expanding
into the corona. The temporal correlation of the radio measurements with re-
spect to the other observations is not as well established. The authors suggest
the presence of two different emission processes at work radiating both thermal
emission and nonthermal gyrosynchrotron emission at various fluxes. Their
statistical results show that the coronal heating events follow the properties of
regular solar flares and thus may be interpreted as microflares or nanoflares.

Similar comparisons between radio and transition region lines also indicate
the similarity of network flares and the much larger active-region flares (Krucker
& Benz 2000). The differences between these two types of flares seem to be
mainly quantitative, and the relatively large heating events may in principle be
considered as microflares or large nanoflares, thus small versions of regular
flares.

7. FASR and the quiet Sun

FASR will provide many new capabilities to answer important questions
about the Sun. From a technical point of view, the fact that FASR will be a solar-
dedicated instrument should not be underestimated. Past and current combined
observing runs between space-based assets and ground-based optical and radio-
telescopes are very difficult to arrange because the allocation of observing time
on non-solar-dedicated radio telescopes is inflexible. If one wants to study a
certain quiet Sun phenomenon such as a filament, one has at most a few days
between noticing the interesting object and the time that observations have to
be carried out. Furthermore, one often only gets a few hours observing time
at telescopes such as the VLA, which might not be sufficient for the event to
happen that one would like to study (e.g. the eruption of a filament).
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In addition to the flexible scheduling of FASR, its full-disk capability is
another advantage for quiet Sun studies. In particular when active regions are
also present on the solar disk, a restricted field of view will always suffer to
some degree from signals outside of the field of view, which can be very strong
in the case of active regions.

From a scientific point of view, the large simultaneous wavelength coverage
and the spectral capabilities of FASR will allow new approaches to quiet Sun
studies. For instance, using the birefringence of the free-free emission at various
frequencies, one will be able to obtain magnetograms at the corresponding
levels in the upper solar atmosphere, something that is not feasible with any
other known approach.

FASR will also have an impact on modeling of the quiet solar atmosphere.
By the time that FASR will be operational, the quiet Sun must be modeled as a
time-dependent, three-dimensional atmosphere that is permeated by magnetic
fields. The one-dimensional hydrostatic models that are still used today will
not be sufficient to explain FASR observations of the quiet Sun. It is therefore
important that, along with the development and construction of FASR, the
necessary modeling tools are developed to interpret the data to be delivered by
FASR.

Current riddles posed by the quiet Sun that will be addressed by a combination
of FASR and other ground and space-based assets include:

What is the magnetic field topology above the photosphere?

How is energy moved from the photosphere through the chromosphere
and transition region into the corona?

What determines the location of filaments and filaments channels, what
is their structure, and what determines their stability?

What are spicules?

How is magnetic flux removed (an important ingredient in any solar
dynamo theory)?
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Chapter 15

INTERPLANETARY RADIO BURSTS

N. Gopalswamy
Laboratory for Extraterrestrial Physics NASA/GSFC, Greenbelt, MD

Abstract Nonthermal radio bursts in the interplanetary medium indicate the far-reaching
effect of solar eruptions that inject energetic particles, plasmas and shock waves
into the inner heliosphere. More than half a century of ground-based observa-
tions and subsequent space-based observations exist on this phenomena. In this
paper, I summarize the understanding we have gained on the type III and type
II radio bursts, which are indicative of electron beams and shocks, respectively.
Observations in the new radio window (1-14 MHz) from Wind/WAVES have not
only confirmed previous results, but also led to a number of new discoveries.
Availability of simultaneous white light (SOHO) and radio (Wind) observations
from the same spatial domain in the near-Sun IP medium is largely responsible
for these discoveries on the IP propagation of CMEs, so this paper discusses
radio bursts in the context of white light observations. After exploring the origin
of normal, complex and storm type III bursts, I discuss the type II bursts and
their relation to coronal mass ejections. Finally I discuss some of the recent
developments on IP radio emission.

1. Introduction

Nonthermal radio bursts in the interplanetary (IP) medium are caused by
energetic electrons from the Sun, which convert part of their energy into elec-
tromagnetic radiation via an emission mechanism. How exactly these electrons
are accelerated during solar eruptions is not fully understood, and is one of the
outstanding issues of solar physics. Most of the long-wavelength radio bursts
are due to coherent plasma processes, so the frequency of emission is closely
related to the plasma frequency (and hence the plasma density) of the medium
through which the electrons propagate. Since the plasma density decreases
away from the Sun, the plasma frequency also decreases, so radio emission
at longer wavelengths originate at greater distances from the Sun. For exam-
ple, radio emission at metric wavelengths originates close to the Sun, while
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the kilometric radio emission comes from IP medium close to 1 AU. A proper
understanding of the radio bursts can provide useful information about the solar
source (where electrons are accelerated) and the IP medium (through which the
accelerated electrons propagate).

The day-time peak of the ionospheric electron density is a few times 105

cm−3, which corresponds to a plasma frequency of several MHz. Radio emis-
sion from the Sun at longer decametric and kilometric wavelengths cannot
penetrate the ionosphere, so we must go to space to observe such radiation.
Coronal densities similar to the ionospheric densities occur at a heliocentric
distance of∼ 3R¯. The approximate location of the upper source surface
of the solar magnetic field is supposed to be near this distance. The ambient
medium beyond the source surface may be considered to be that of IP space. In
general, therefore, ground based radio telescopes typically access coronal radio
emission below the source surface, whereas space based ones must be used to
detect radio emission from IP space. Plasma levels at frequencies> 10 MHz are
considered coronal, and the lower-frequency levels are taken as IP. Figure 15.1
shows a plot of the level of IP radio emission as compared to the quiet Sun
and cosmic background emissions. While the quiet Sun radio emission is very
small compared to the galactic background, the solar radio bursts are brighter
by several orders of magnitude and hence can be detected easily.

Figure 15.1. Plot showing the level of IP radio burst (types II and III) flux as compared to
the cosmic background noise and the quiet coronal emission. The low-frequency end of the
solid curve representsin-situ plasma frequency. The high-frequency end corresponds to the
ionospheric cut-off.

Coronal radio emission has been observed extensively with a variety of
ground-based instruments since its discovery by Hey in 1942 but the IP ra-
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dio observations became possible only in the space era. The radio instruments
on board the Alouette-I satellite observed type III bursts in the 1–8 MHz range
and it was possible to infer electron beams with speeds in the range 0.1–0.15c
(wherec is the speed of light, Hartz 1964). Type II bursts were first identified
from IMP-6 data and then from Voyager 2 data (Boischotet al.1980). Exten-
sive observations of coronal mass ejections (CMEs), which became available
in the ISEE-3 era, helped enormously in understanding the relationship among
shocks, CMEs, and electron beams. Unfortunately, many of the later radio in-
struments operated at frequencies below 2 MHz, which made it difficult to con-
nect the phenomena observed by ground-based and space-based instruments.
The launch of the Wind spacecraft in 1994 essentially closed the gap because
the Radio and Plasma Wave (WAVES, Bougeretet al. 1995) experiment has
a larger frequency range (20 kHz–14 MHz). The spatial domain correspond-
ing to the high-frequency (1–14 MHz) WAVES receiver (RAD2) overlaps with
the field of view of the Solar and Heliospheric Observatory (SOHO) mission’s
Large Angle and Spectrometric Coronagraph (LASCO, Brueckneret al.1995).
This synergism has led to the confirmation of a number of old results and en-
abled new discoveries. The topics in this chapter are mainly concerned with
radio phenomena at frequencies below 14 MHz and their relation to solar dis-
turbances such as CMEs. For details on the basic properties of radio bursts, the
readers may consult articles in the monograph by Stoneet al. (2000).

2. Type III Bursts

Type III bursts were first discovered at metric wavelengths by ground-based
telescopes in the frequency range 10 to 500 MHz (Wild, 1950). It was rec-
ognized early on that electron beams propagating through the coronal and IP
plasma can produce these radio bursts (Ginzburg & Zheleznyakov 1958; Wild &
Smerd 1972). A beam-plasma system is unstable to the generation of Langmuir
waves, which are high frequency plasma waves at the local plasma frequency.
Langmuir waves scattered off of ions or low-frequency turbulence result in ra-
diation at the fundamental of the local plasma frequency. Two Langmuir waves
can also coalesce to produce electromagnetic waves at twice the local plasma
frequency, commonly known as second harmonic emission.

In a dynamic spectrum, the type III bursts appear as almost vertical features
because of the high drift rate from high to low frequencies. Since the corona
and the IP medium are essentially magnetized plasmas, propagation of elec-
trons occur along open magnetic field lines. Thus, type III bursts continuing
from the corona into the IP medium are indicative of open magnetic field lines
emanating from the vicinity of the acceleration region and extending into the IP
medium. In the inner corona, where closed magnetic field lines are common,
one observes a couple of variants of type III bursts such as the J and U bursts,
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due to electron beams propagating along curved (or closed) field lines. In the
inner corona, one often observes type III bursts with reverse drift. The reverse-
drift bursts are due to electrons propagating towards the Sun. The reverse-drift
bursts are closely associated with hard X-ray bursts because the latter are also
produced by electrons precipitating from the corona and stopped by the chro-
mosphere. Direct observation of nonthermal electrons and plasma waves in
space, in association with type III bursts, provided the hard evidence for the
plasma emission mechanism (Linet al.1973). The distribution function of these
nonthermal electrons indeed demonstrated the generation of Langmuir waves.
Since Langmuir waves derive their energy from the nonthermal electrons, the
intensity of the radio bursts depends on the nonthermal electron density and
energy (Fitzenreiteret al.1976; Dulket al.1998).

Type III bursts in the IP space were first detected by the radio instruments
on Alouette-I and routinely by later space radio experiments such as ISEE-3,
Ulysses, Geotail, and Wind (see Hartz 1964; 1969; Hartz & Gradel 1970; Slysh
1967ab; Alexanderet al.1969; Fainberg & Stone 1970; Bougeretet al.1998).
Radio instruments on board the ATS-II satellite and the Venus 2 Probe observed
type III bursts in the 0.45–3 MHz range (Alexanderet al.1969), and 0.2–2 MHz
(Slysh, 1967ab), respectively. The Radio Astronomy Explorer (RAE-I), the first
dedicated radio astronomy mission, led to a number of advances in studying
electron beams as well as inferring the Archimedean spiral structure of the
IP magnetic field (e.g., Fainberg & Stone 1970). When more than one radio
instrument was available, it became possible to track the type III radio source:
using the RAE-2 and IMP-6 observations, Fitzenreiteret al.(1977) obtained the
north-south structure in the IP magnetic field. Type III bursts in the IP medium
can be grouped into three broad classes representing three different situations
of electron beam production and propagation: (i) isolated type III bursts from
flares and small-scale energy releases, (ii) complex type III bursts during CMEs,
and (iii) type III storms. We discuss them in turn in the next three subsections.

2.1 Isolated type III bursts

Isolated type III bursts are the most common type, produced by energetic
electrons escaping from small-scale energy release sites on the Sun. The energy
release can occur in regions ranging from small bright points to large active
regions. Figure 15.2 shows an example of type III bursts in the metric domain
with and without IP counterparts (Gopalswamyet al. 1998). The initial type
III bursts and the type II burst in the metric domain originated from active
region (AR) 7817 with heliographic coordinates, N00E49. However, we do
not know the origin of the later intense type III bursts that continued into the
Wind/WAVES domain. The isolated kilometric type III bursts are known to be
closely associated with He3-rich events (Reameset al.1988), the class of solar
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energetic particle (SEP) events now known as “impulsive” events in contrast
to the long-duration (high intensity) SEP events, which are not rich in He3.
Investigation of the source regions of these type III bursts in comparison with
the solar sources of the hard X-ray bursts (also due to energetic electrons flowing
towards the Sun from the acceleration site) is underway by the RHESSI team.

Figure 15.2. A combination of ground-based (Hiraiso; top) and Wind/WAVES (bottom) dy-
namic spectra showing a number of isolated type III bursts (vertical features). The slanted feature
is the type II burst. It is clear that some metric type III bursts continue to lower frequencies,
while some do not.

2.2 Complex type III bursts

The complex type III bursts occur in conjunction with CMEs. The bursts were
first identified at hectometric wavelengths in the ISEE-3 data (Caneet al.1981)
who named them “shock-accelerated” (SA) events. They deduced that the bursts
were produced by electron beams accelerated in blast-wave shocks and injected
along open magnetic field lines, similar to the herringbone bursts at metric
wavelengths. MacDowallet al. (1987) introduced a working definition of the
SA events: the intensity profile contains five or more peaks of very high intensity
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(>100,000 sfu) with an overall duration exceeding 20 min. Figure 15.3 shows
an example of the complex type III bursts that occurred on 1997 December
12 from Gopalswamyet al. (2000a). The event has a group of several bursts
in quick succession at high frequencies, which merge to form a single long
duration event at lower frequencies.

Figure 15.3. The 1997 December 12 complex type III burst that started below about 7 MHz,
but was very intense at kilometric wavelengths (from Gopalswamyet al.2000).

2.2.1 Origin of nonthermal electrons. The blast wave origin of the
electron acceleration responsible for the complex type III bursts was questioned
by Kundu & Stone (1984), who found that the onset times of the complex type
III bursts and microwave bursts were identical. These authors concluded that
the responsible electrons were accelerated by the common flare process. They
also called these bursts “shock-associated” rather than “shock-accelerated” (the
acronym SA remained the same!) because of the different origin of the non-
thermal electrons. A comparison of SA events with microwave and hard X-ray
bursts led Klein (1995) to arrive at similar conclusions. However, Kahleret
al. (1986) studied a set of metric type II bursts associated with SA events and
found that about half of them were not associated with type III bursts in the
metric domain, contradicting the low-coronal origin for the SA events. They
also found a good association between proton events and SA events, suggesting
the involvement of shocks because energetic protons are accelerated by shocks.
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Bougeretet al. (1998) preferred the term “shock-associated,” which could
include the possibility that electron beams, accelerated low in the corona, may
encounter a shock along their path causing the radio emission to turn on. Reiner
et al.(2000) noted the similarity in the complexity and duration of the time pro-
files of 5 complex type III bursts and decimetric (3 GHz) nonthermal emissions,
which they presented as further evidence for a flare origin of the electron accel-
eration. Bougeret et al (1998) showed a complex type III burst, which appeared
to start from a metric type II burst with no 3-GHz counterpart. This example
is consistent with shock acceleration, unless the decimetric emission was sup-
pressed for some reason. We must point out that relatively smooth decimetric
emission, like microwave emission, is due to gyrosynchrotron emission from
high energy electrons trapped in closed field lines, while the complex type III
bursts are due to low energy electrons propagating along open field lines. Thus
the actual duration of decimetric and type III emissions need not agree. One
has to compare the lifetime of the trapped particles in closed magnetic field
lines with the decay time of plasma waves in the open field region before the
time-profile similarity can be used as evidence for the common origin of the
nonthermal electrons (Reineret al. 2000). It is not clear if the Reineret al.
result would hold for a larger sample of complex type III bursts. Reiner &
Kaiser (1999) also argued against the blast-wave origin (Caneet al.1981) for
complex type III bursts based on the observation that there are complex type
III events without metric type II bursts.

2.2.2 Complex type III bursts and CMEs. In their study of 25 radio-
rich CMEs, Gopalswamyet al. (2000) found that 23 (92%) of them were as-
sociated with SA events (they had incorrectly marked two events—May 2 and
3, 1998—as non-SA events). On the other hand, only half of the SA events
associated with front-side CMEs had microwave bursts, while all of them had
IP type II bursts. From this they concluded that the presence of CME-driven
shocks is essential for the SA events. This clearly brings CMEs into the picture
of complex type III bursts. Recently, Caneet al. (2002) have changed their
interpretation of the SA events to agree with Reineret al.(2000), and have pro-
posed that the electrons are accelerated in reconnection sites behind fast CMEs.
However, this does not completely resolve the issue of shock or flare origin,
because the presence of fast CMEs also implies the presence of IP shocks near
the Sun. In a recent study, MacDowallet al.(2003) found that complex type III
bursts occurred during almost all large solar energetic particle (SEP) events of
solar cycle 23. They also searched for complex type III bursts during impulsive
(flare-associated) SEP events and did not find any. Since all large SEP events
are associated with fast and wide CMEs with IP type II bursts, the MacDowall
et al. result also confirms the involvement of CMEs.
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The close association between complex type III bursts and shock-driving
CMEs (Gopalswamyet al.2000) may have implications for the intensity diminu-
tion at 7 MHz, a curious spectral feature reported by Reiner & Kaiser (1999).
The intensity diminution has been attributed to complex disturbed magnetic
fields around the 7 MHz plasma layer. Not all complex type III bursts show
this diminution. Since the associated CMEs are typically fast and wide, one
may have to consider the propagation of type III radiation in the presence of
high-density CMEs occupying a large volume in the vicinity of complex type
III bursts. The CME may affect the propagation of electrons or the propagation
of radio waves, depending on where the CME is located with respect to the
source of nonthermal electrons and the observer. The magnetically disturbed
region invoked by Reiner & Kaiser (1999) may indeed be the associated CME
itself.

Irrespective of how the electrons are accelerated (shock or flare site) the
occurrence of a CME during the complex type III bursts seems to be required.
Figure 15.4 shows the radio dynamic spectrum from Wind/WAVES with the
height-time plots of a large number of CMEs on 2000 November 24. Note that
all the fast CMEs have associated complex type III bursts. Some CMEs do not
have type III association, while some weak type III bursts have no associated
CMEs.

In some cases, the complex type III bursts start at much lower frequencies and
definitely after the associated type II bursts (Gopalswamy 2000). An example
with complex type III bursts starting at lower frequencies after the onset of the
metric type II burst is shown in Figure 15.5 (see also Klassenet al.2002). The
type II burst was associated with a CME and a filament eruption. The flare in
this case was extremely weak and gradual. This event is not inconsistent with
electrons accelerated at the shock front and released along open magnetic field
lines. The origin of the electrons is thus inconclusive. It is quite possible that
both mechanisms could operate to varying degrees.

2.3 Type III storms

Type III storms consist of thousands of short-lived type III-like bursts in rapid
succession (Fainberg & Stone 1970; Moller-Pederson 1974). The activity can
last for days to weeks. The high frequency counterparts of type III storms
are known as “noise storms” or type I storms consisting of narrow-band bursts
often superposed on weak continuum emission (see Elgaroy 1977). The storm
bursts are thought to be due to electrons from small-scale, quasi-continuous
energy releases into closed magnetic structures of active regions. Boishotet
al. (1970) found a correlation of 80% between type I and decametric type III
activity. At coronal heights corresponding to decametric wavelengths, a type I
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Figure 15.4. Height-time plots of all the CMEs that occurred on 2000 November 24 (top),
along with the WAVES/RAD2 dynamic spectrum. Note that all of the complex type III bursts
are associated with major CMEs.

storm makes a transition to type III storm (Aubieret al.1978), indicating that
electrons gain access to open magnetic field lines of the so-called active region
streamers (Stewart & Labrum 1972; Bougeretet al.1984). The occurrence rate
of the storm bursts was found to increase as the associated active region crossed
the central meridian (Fainberg & Stone 1971). Thus these storms represent
energy releases without an eruption of the associated magnetic field structure.

2.3.1 Cessation and recovery of type III storms. What happens when
there is an eruption in the active region that has a storm in progress? As one
might expect, the type III storms are completely disrupted by large CMEs. After
disruption, the type III storms often return to the original level. The cessation
and recovery of type III storms may hold the key to understanding how the
corona responds to the eruption of large CMEs. Figure 15.6 shows a type III
storm during 2000 July 07–08 as observed by Wind/WAVES. On July 07, the
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Figure 15.5. A hybrid dynamic spectrum consisting of Potsdam data (top, above 40 MHz) and
Wind/WAVES (bottom, below 14 MHz). The Complex type III bursts start only below 10 MHz
and delayed with respect to the onset of the type II burst.

storm ceased for about 10 hours from the time of a halo CME from the disk
center. The storm came back to its original state by about 20 UT. The storm
continued to rage until the end of next day, when there was another CME from
the same region and the storm was again interrupted for approximately 8 h.
There was also another storm from AR 9077, which continued until the onset
of the Bastille Day CME, which disrupted it (see Reineret al. 2001a). After
the Bastille Day event, the storm recovery took a much longer time of 17 h.

3. Type II Bursts

The slow-drifting radio bursts were first identified by Payne-Scottet al.
(1947) from the records at 200, 100, and 60 MHz frequencies. The frequency
drift was correctly recognized to represent the motion of an exciting agency
in the corona, later identified as an MHD shock by Uchida (1960). Wild &
McCready (1950) classified the slowly-drifting bursts as type II bursts. These
are relatively rare bursts and have been studied extensively at meter-decameter
wavelengths using ground based telescopes (see Nelson & Melrose 1985 for a
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Figure 15.6. Type III storm activity (vertical streaks) observed by Wind/WAVES during 2000
July 7–8. The noise storm was interrupted by a CME on July 7 around 12 UT, but recovers by
20 UT to the original intensity.

review). The current interpretation of the type II burst emission is as follows:
electrons accelerated in the MHD shock front generate plasma waves, which
get converted into electromagnetic radiation at the fundamental and harmonic
of the local plasma frequency.

Type II bursts in the IP medium were first detected by Malitsonet al.(1973)
using IMP 6 data. Voyager data also provided information on IP type II bursts
(Boischotet al. 1980). The ISEE-3 spacecraft observed about 47 IP type II
bursts in the frequency range 30 kHz to 2 MHz over a 50-month period from
the L1 point (Lengyel-Frey & Stone 1989). The bursts are intense (up to 1000
sfu at 100 kHz) and have a typical relative bandwidth of 70%. Wind/WAVES
data indicates that the IP type II bursts occur more frequently than what ISEE-3
detected. This is likely to be due to the more limited frequency coverage of the
ISEE-3 radio instrument (Kaiser, 2003). Figure 15.7 shows an intense IP type II
burst extending from 14 MHz down toin-situfrequencies ( 30 KHz). The shock
was also detectedin situ by the WAVES experiment right at the time the type
II burst drifts toin-situ frequencies (∼20 kHz). The plasma emission process
involving electron beams and Langmuir waves (as in the terrestrial electron
foreshock and type III radio bursts) was recently verified when Wind spacecraft
passed through a type II burst source (Baleet al.1999; Knocket al.2003).
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Figure 15.7. IP Type II burst of 2001 September 24-25. The top panel shows the dynamic
spectrum over the entire WAVES spectral range. The bottom panel shows the complete evolution
of the type II burst until the shock arrived at 1 AU (marked by arrow). The complex Type III,
which appeared at the beginning of the event and the associated type IV burst are marked. The
collecting area of the antenna in the high-frequency domain is smaller, so the type II burst is
faint.

3.1 IP shocks, CMEs and type II radio bursts

The realization that the IP shocks are CME-driven came about when they
were found to be closely associated with white-light CMEs (Sheeleyet al.
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1985). At the same time, kilometric type II bursts were also found to be closely
associated with IP shocks (Caneet al.1987), so it became clear that the kilomet-
ric type II bursts are produced by CME-driven shocks (Caneet al.1987). This
confirms the well knownin-situobservations that many IP shocks are followed
by “driver gas” (see, e.g., Borriniet al.1982).

From the inconsistency in the drift rates of type II bursts at frequencies below
and above 1 MHz, Cane (1983) concluded that type II bursts above 1 MHz are
the continuation of the metric type II bursts and those below 1 MHz are caused
by IP shocks. This is consistent with idea of Wagner & MacQueen (1983) that
solar eruptions can result in two shocks—a blast wave from the flare and a
preceding CME-driven shock due to the CME. According to this idea, the high
frequency (metric) type II bursts are caused by the flare shocks (see also Garyet
al. 1984), while the IP type II bursts are due to CME-driven shocks. Robinson
et al. (1984) and Cane & Stone (1984) found good correspondence between
kilometric type II bursts and metric type II/type IV bursts (70% association),
although only 7% of the metric type II bursts were followed by kilometric type
II bursts (Robinsonet al.1984). Metric type II bursts originate from very close
to the solar surface, typically at a height of 0.5R¯. On the other hand the
kilometric type II bursts start beyond 10R¯. This large gap is a direct result
of the lack of frequency coverage between 2 MHz and about 20 MHz.

3.1.1 DH type II bursts. The WAVES/RAD2 frequencies correspond
to 2–10R¯ and hence closed the gap between the kilometric and metric ob-
servations. For more than two years after the launch of Wind, no type II bursts
were observed in the decametric-hectometric (DH) domain, even though sev-
eral were observed at metric and kilometric wavelengths (Reineret al. 1998).
Gopalswamyet al. (1998) noted that none of the 34 metric type II bursts had
DH counterparts, but there were IP shocks detectedin situ. Their analysis also
indicated that the IP shocks and metric type II bursts did not come from the same
solar source. Starting on 1997 April 01 type II bursts were frequently observed
in the DH domain. When Gopalswamyet al. (2001a) repeated their study of
metric type II bursts and their association with DH and kilometric type II bursts,
they found that only 18% and 25% of the metric type II bursts were associated
with DH and km type II bursts, respectively. Moreover, 93% of metric type
II bursts did not havein-situ IP events (shocks or ejecta) and a similar (80%)
fraction of IP events had no metric counterparts. Only a small fraction (9%) of
metric type II bursts originating from the disk (central meridian distance, CMD
< 60◦) were associated with IP shocks; in each of these cases, a halo or partial
halo CME was involved (width> 120◦). Thus, even with complete frequency
coverage from metric to kilometric wavelengths, the poor correlation between
metric and longer wavelength type II bursts was confirmed.
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3.2 Are type II bursts CME-driven?

SOHO/LASCO CMEs associated with DH type II bursts had the following
properties (see, Gopalswamyet al.2000; 2001b): (1) All the DH type II bursts
were associated with CMEs. (2) The average speed of the associated CMEs
was 1030 km s−1, 2–3 times faster than average CMEs (see Figure 15.8 for
the speed distribution of CMEs associated with DH type II bursts). (3) The
average width of non-halo CMEs exceeded 100◦, nearly twice as wide as the
average CMEs. (4) There was a weak correlation between the speed and width
of CMEs. (5) The majority (60%) of the CMEs decelerated within the LASCO
field of view, with an average value of−11.3 m s−2. (6) The deceleration was
proportional to the square of CME speed, as expected when the drag due to the
interaction between the ambient medium and the CME becomes important. (7)
Only 40% of the fast (> 900 km s−1) CMEs were associated with DH type II
bursts.

Figure 15.8. Speed, width and acceleration of 132 CMEs associated with DH type II bursts.
Note that 88 CMEs were halo events.

A closer examination revealed that fast CMEs without DH type II bursts
were not wide; the average width of these CMEs was only 66◦ as compared to
102◦ for the ones associated with DH type II bursts (see Figure 15.9). These
results prove beyond doubt that DH type II bursts are due to CME-driven shocks,
consistent with the high degree of association between kilometric type II bursts
and CMEs (see also Kaiseret al.1998; Reiner & Kaiser 1999). It is tempting to
extend this association to metric type II bursts also. Gopalswamyet al.(2001a)
reported that a third (34%) of the metric type II bursts originating from the
disk were not associated with white light CMEs, as in Kahleret al. (1984).
However, an EIT wave transient was observed in all these cases, indicating a
CME from the disk, probably not observed by the coronagraph by virtue of
the solar source location and the nature of coronagraphic observations. This
observation supports the conclusion of Cliveret al. (1999) that all the metric
type II bursts are associated with fast CMEs.
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Figure 15.9. Histogram of fast CMEs (> 900 km/s) that did not have associated DH type II
bursts. These have an average width of 66◦, compared to the 102◦ for DH type II CMEs.

The close association between DH type II bursts and CMEs on the one hand
and the metric type II bursts and CMEs on the other is not consistent with the
poor correlation between metric type II bursts and DH type II bursts noted in
Gopalswamyet al. 2001b). Therefore, in addition to the presence of CMEs,
additional special conditions need to be satisfied before a metric type II burst
can be produced. According to Goslinget al. (1976) and Cliveret al. (1999)
one special condition is a high speed for the CME (fast CMEs). For DH type II
bursts, this condition was shown to be fast and wide CMEs (Gopalswamyet
al. 2001b) because 60% of the fast CMEs were radio-poor. In order to see the
distinguishing characteristics of CMEs associated with metric type II bursts,
Laraet al. (2003) considered a set of 80 metric type II bursts that did not have
DH counterparts and identified the associated CMEs. They found that the CMEs
associated with metric type II bursts are faster (∼ 450 km s−1) than the common
CMEs (∼ 350 km s−1), but they are slower than the CMEs associated with DH
type II bursts (see Figure 15.10). The average width of all CMEs (∼ 50◦) was
found to be lower than that (∼70◦) for CMEs with metric type II bursts; the
latter was, in turn, lower than the average width (∼100◦) of CMEs with DH
type II bursts. The general population of CMEs had an average acceleration
close to zero, while the average had progressively larger negative values for
CMEs associated with metric and DH type II bursts. Thus, it appears that type
II bursts in all domains are a CME-associated phenomenon.



320 SOLAR AND SPACE WEATHER RADIOPHYSICS

Figure 15.10. Speed distribution of CMEs associated with metric type II bursts as compared
to that of general population of CMEs (dark), and DH CMEs (white).

However, there are many fast and wide CMEs without associated DH type
II bursts. Gopalswamyet al. (2003b) investigated a set of fast (> 900 km s−1)
and wide (> 60 deg) CMEs that lacked solar energetic particles and DH type II
bursts. When they examined the coronagraph images they found that the CMEs
were ejected into a tenuous corona. A tenuous corona is expected to have a
greater Alfv́en speed and hence it is difficult for the CME to drive a shock. Thus
the physical properties of the ambient medium such as density and magnetic
field (and hence the Alfv́en speed) also play a role in deciding the shock-driving
capability of CMEs (Uchidaet al. 1974; Kahleret al. 1984), contrary to the
conclusion by Cliveret al. (1999) that the Alfv́en speed is not important.

3.3 What is a fast CME?

In the past, only a single characteristic value was used to define “fast” CMEs:
> 400 km s−1 (Cliver et al. 1999). This number can be traced to Goslinget
al. (1976) who arrived at the conclusion that, “the characteristic speed with
which MHD signals propagate in the lower (1.1 to 3 solar radii) corona, where
metric wavelength bursts are generated, is about 400 to 500 km s−1.” Some
metric type II bursts are known to be produced by CMEs moving with a speed
of only 250 km s−1 (see Fig. 1 of Gopalswamyet al.2001a), which represents
a significant departure from the characteristic speed 400-500 km s−1. From
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in-situobservations, we know that the Alfvén speed is very low (∼ 50 km s−1)
close to 1 AU as compared to the solar wind speed, so the latter is the primary
characteristic speed in deciding shock formation. On the other hand, in the
equatorial low corona (<2 R¯) the fast magnetosonic speed (VF , determined
by the Alfvén speedVA and the sound speedVS) is dominant because the solar
wind is not fully formed (the solar wind speed picks up at around 6R¯). Typical
VA at the coronal base for a magnetic field of 1 G and a density of∼ 5× 108

cm−3 is∼ 175 km s−1 while VS is about 110 km s−1, resulting inVF ∼ 207
km s−1. The Alfvén speed is known to have a peak in the outer corona (around
3.5 R¯) with a value of several hundred km s−1 (see, Krogulecet al. 1994;
Hollweg 1978; Mannet al.1999; Gopalswamyet al.2001a). Clearly, drivers
of moderate speed cannot form shocks in this region. In addition to this outer
coronal peak, there is another peak in the inner (active region) corona because
VA could be as high as∼4000 km s−1 (Gopalswamyet al. 2001a). Between
these two peaks (within about 1.5 R¯), the quiet-SunVA dominates, resulting
in a low-VA region in the metric corona (see Fig. 15.11). We can immediately
infer that a CME of modest speed (250 km s−1) could drive a shock in the inner
corona, while higher speeds are needed in the outer corona. In other words,
it is easy for a CME to drive a shock in the inner corona, consistent with the
abundant metric type II bursts and progressively smaller number of DH and
kilometric type II bursts.

Mannet al.(1999) used the quiet-Sun Alfvén speed profile (without the AR
part) to study the relation between EIT waves and metric type II bursts. They
required that shocks related to metric type II bursts need to have speeds exceed-
ing 408 km s−1 (corresponding to region 2 in Figure 15.11). They assumed
that EIT waves and shocks were responsible for metric type II bursts from the
same flare and concluded that, “a coronal shock wave must have a velocity
exceeding 800 km s−1 in order to penetrate into the IP space.” Contrary to this,
Gopalswamyet al. (2001a) proposed the possibility of slow and accelerating
CMEs driving shocks in the IP medium without a metric type II burst. In fact,
theVF profile in Figure 15.11 can explain most of the observed characteristics
of metric, DH and kilometric type II bursts: (1) In the active region corona,VF

is very high, so it is difficult to form shocks. This might explain the low starting
frequency of∼ 150 MHz for metric type II bursts. (2) It is easy to produce
metric type II bursts in the inner corona becauseVF is very low (region 2 in
Fig. 15.11). Only a small number of such shocks can continue beyond∼3R¯.
(3) A long-lived driver, such as a CME, has more opportunity to produce a type
II burst because it goes through a lowVF region, especially in the outer corona.
(4) CMEs with intermediate speeds can drive shocks in the metric domain, lose
the shock in the regions ofVFmax, and again set up a shock in the outer corona
(Gopalswamy & Kaiser 2002). (5) Accelerating, low-speed CMEs may pro-
duce shocks in the DH and kilometric domains even though they do not drive
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shocks in the metric domain. (6) Blast waves and shocks driven by short-lived
drivers have less chance to go beyond the metric domain, unless their initial
speed exceedsVFmax. No blast wave shocks have ever been observedin situ,
although Leblancet al.(2001) claimed that the blast wave and the CME-driven
shock merge somewhere in the solar wind (beyond 30 R¯). Shocks observed at
1 AU without a driver (Schwenn 1996) have been shown to be flanks of shocks
driven by limb CMEs (Gopalswamyet al.2001a).

Figure 15.11. Radial profile of the fast mode speed (VF ) in the active region (AR) and quiet
(QS) corona. The solar wind speed profile (SW) is also shown. The sharp increase ofVF in
region 1 prevents shock formation in the core of active regions. Shock formation is easier in
regions 2 and 3 because of lowerVF .

The good correlation between shock speed parameters derived from the DH
type II bursts and CME plane-of-the-sky speeds (correlation coefficient = 0.71)
and the lack of correlation between the shock speed parameters derived from
the metric type II radio bursts and the corresponding CME speeds (correlation
coefficient= −0.07) found by Reineret al. (2001b) can be reconciled if we
note that the CME speed changes rapidly in the inner corona and the CME is
propagating through the region of highly variable Alfvén speed profile. Another
possibility is that the metric type II bursts come from the flanks of the CME-
driven shock (Holman & Pesses 1983) while the IP type II bursts come from
the nose of the same shock. This would also account for the lower heliocentric
distance of the type II source compared to the CME leading edge—an argument
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used to discount CME-driven shock for metric type II bursts (Gopalswamy &
Kundu 1992).

4. Recent Developments

In this section we discuss two IP radio signatures detected by Wind/WAVES
that are closely related to the topics discussed in this chapter: (1) The radio
signatures of CME interaction, and (2) long-lasting continuum at very low
frequencies. These observations illustrate the complexity of the IP medium
imposed by multiple solar eruptions and other large-scale structures such as
coronal holes and streamers.

4.1 Radio signatures of CME interaction

Gopalswamyet al. (2001c) reported intense continuum-like radio enhance-
ment at the low-frequency end of a DH type II burst. At the time of the radio
enhancement, coronagraphic images revealed a fast (660 km s−1) CME over-
taking a slow (290 km s−1) CME in the IP medium. The type II burst preceding
the radio enhancement was due to the fast CME. The duration of the radio en-
hancement corresponded to the transit time of the CME-driven shock through
the core of the slow CME. Exactly at the time of interaction, the core of the
slow CME changed its trajectory. The radio enhancement was interpreted to
be due to shock strengthening when it propagated through the dense material
of the slow CME. From radio observations, Gopalswamyet al. (2001c) were
able to determine the density of the core of the preceding CME to be4 × 104

cm−3, about 4 times greater than that of the ambient medium at a heliocentric
distance of6.5R¯.

4.1.1 Radio signature solely due to CME interaction. In addition to
the modification of a normal type II radio burst, generation of new nonthermal
emission at the time of CME collision has also been found (Gopalswamyet
al. 2002a). The radio emission occurred at a distance beyond10R¯ from the
Sun, where the two CMEs came in contact. There was no type II radio burst
(metric or IP) preceding the nonthermal emission. Using Hα and EUV images,
the two CMEs were found to be ejected along the same path. The first CME
was rather slow (290 km s−1), while the second CME was twice as fast (590
km s−1). Figure 15.12 shows the two CMEs (CME1 and CME2) in a single
LASCO image. CME1 was at a heliocentric distance of∼ 15R¯, while CME2
was at a distance of∼ 8R¯. At the time of the radio burst, the leading edge of
CME2 just caught up with the trailing edge of CME1 at a projected heliocentric
distance of∼ 10R¯. The close temporal association between the onset of
the radio burst and the time of interaction between the two white-light CMEs
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suggests that the radio emission is a direct consequence of the CME interaction.
CME1 was too slow to drive any shock in the outer corona due to the hump
in the fast-mode speed (Gopalswamyet al. 2001a). The ability of CME2 to
drive a shock is marginal because of the relatively high fast-mode speed, and
increasing solar wind flow. The nonthermal electrons responsible for the new
type of radio emission must have been accelerated due either to the reconnection
between the two CMEs or to the formation of a new shock at the time of the
collision between the two CMEs. The latter situation is a variant of the previous
case, in that the shock is newly formed rather than getting a boost.
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Figure 15.12. (a) Two CMEs on 1999 September 03 as observed by SOHO/LASCO, and (b)
the associated continuum radio emission detected by Wind/WAVES around 2 MHz. (c) The
height-time plots of the two CMEs with the duration of the radio emission marked by vertical
lines.

4.1.2 Medium modification: Interaction between two fast CMEs.
We now discuss the interaction between two fast CMEs that occurred on 2001
January 20. The WAVES dynamic spectrum, LASCO CMEs and their height-
time plots are shown in Figure 15.13. The first CME had a speed of 830
km s−1 and produced a narrowband type II burst with fundamental-harmonic
structure. The second CME followed within two hours and was much faster
(1460 km s−1). Near-surface imaging data such as SOHO/EIT revealed that
the two CMEs originated from the same active region (AR 9313). Note that
the slow-drift type II burst following the second CME is very intense and the
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bandwidth (>100%) was much larger than usual for DH type II bursts. There
is no fundamental-harmonic structure. Broadband structure means that radio
emission is produced from a large range of plasma level at the same time. The
long decay time at a given frequency suggests that the shock traverses a given
plasma level (at different spatial locations) for a long time. This situation is
consistent with the shock of the second CME passing through the material of
the first CME.

4.1.3 Interaction between CMEs with high but nearly equal speeds.
On 2001 November 22, two CMEs lifted off from AR 9704 (S25W67) and AR
9698 (S15W34), within 3 h of each other. The two solar sources were separated
by just 10◦ in latitude and 33◦ in longitude. Both were halo CMEs (their true
widths are likely to greatly exceed 60◦) so interaction between them is expected.
The two CMEs had almost the same sky-plane speed (1443 km s−1 for CME1
and 1437 km s−1 for CME2). The two events were also associated with major
flares and solar energetic particle events. The radio emission associated with
the two CMEs consisted of the two standard features: a set of complex type
III bursts and a type II burst. The first type II burst was close to a normal
one with a band width of∼ 10% (see Figure 15.14). The second type II was
extremely broad band (> 100%) with a complex structure. The type II burst
associated with the second CMEs was spectacular, while the first type II was
barely visible on the scale of the spectrum. The shock of CME1 must have
propagated through a normal ambient medium while the shock driven by CME2
propagated through the material of CME1—a different ambient medium. Since
both CMEs are propagating with roughly the same speed, the relative situation
must have persisted for a long time (Gopalswamyet al.2003a).

4.1.4 What we mean by CME interaction. The CME interaction dis-
cussed above concerns only the modification of electron acceleration in shocks.
CME interactions can also take place without radio emission, especially when
the interacting CMEs are slow. Near the Sun a CME is observed as a den-
sity enhancement above the ambient corona. This enhancement is thought
to be the material in closed magnetic loops overlying the neutral line in the
pre-eruption phase. Many CMEs have substructures such as a cavity, and a
core of high-density cool material. As CMEs move away from the Sun, they
expand and the density decreases. How these substructures result in the ob-
served IP CMEs (or ICMEs) is a topic of current research (Gopalswamy 2003)
For example, magnetic clouds are one type of ICME consisting of a flux rope
structure. Shocks ahead of fast CMEs that catch up with slow ones might
strengthen or weaken depending on the Alfvén speed (VA) in the preceding
CME becausedVA/VA = dB/B − 1/2 dne/ne, whereB andne are the mag-
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Figure 15.13. top: SOHO/LASCO difference image at 22:18 UT on 2001 January 20 showing
two CMEs that became indistinguishable in the 23:42 UT image.middle: DH type II bursts
associated with the two fast CMEs. The type II burst of CME1 was weak and of narrow band
compared to the intense broadband type II associated with CME2.bottom: Height-time plots of
the two CMEs with the vertical dashed lines showing the duration of the type II burst of CME2.
The vertical dotted line shows the onset of the complex type III burst that mark the onset of
CME2.
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Figure 15.14. Wind/WAVES dynamic spectrum of the 2001 November 22 events. The type
II burst (marked by arrow) of the second CME was intense and broadband. Both CMEs were
associated with major flares as indicated by the GOES light curve (X-RAY) and the solar energetic
particle time profile.

netic field and density in the preceding CME. Some numerical simulations have
shown that shocks strengthen when passing through preceding CMEs (Wuet
al. 2002; Odstrcilet al. 2003). Others have shown weakening of the shock,
especially close to 1 AU (Vandaset al. 1997). Various signatures may be ex-
pected depending on the location of the interaction region between Sun and the
observing spacecraft. Obviously, we cannot observe CME interactions beyond
the LASCO field of view. At present, onlyin-situobservations can detect CME
interactions, but by that time the CMEs will have already evolved consider-
ably. Interaction between ICMEs have been discussed before by Burlagaet al.
(1987). Complex extended ejecta may result due to merger of ejecta at 1 AU
(Burlagaet al. 2002). CME interaction has important implications for space
weather prediction based on halo CMEs: some of the false alarms could be
accounted for by CME interactions. The observed CME interaction could also
explain some of the complex ejecta at 1 AU, which have unusual composition.
More work is needed to classify and recognize radio signatures for a deeper
understanding of the phenomenon.
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Figure 15.15. Wind/WAVES dynamic spectrum of the unusual and broadband radio emission
that lasted for 4 days from 2002 May 18 (DOY 138) to May 23 (DOY 143).

4.2 Unusual radio signatures

An intense, broadband (350 kHz–7 MHz) solar radio event was observed
from 2002 May 19–23 by Wind/WAVES (see Figure 15.15). The radio emis-
sion had frequency fine structures with 1.5–2 h periodicity and 100% circular
polarization. The frequency spectrum has a peaked distribution, with peak
frequency decreasing with time. The high frequency level remained constant,
while the low frequency end drifted to lower frequencies until the middle of
May 21 and remained at this level for the rest of the time (see Figure 15.15).

There was a sudden decline of the continuum at the high frequency end
following two CMEs from the southwest quadrant towards the end of May 21
and beginning of May 22. The radio emission disappeared completely on May
23 at 9 UT. There was an unfortunate data gap just at the time of the onset
of the decline. The direction-finding analysis reported by Reineret al. (2002)
indicates that the radio source may lie somewhere between 4 and 40R¯ from
the Sun and that the source is relatively small. Although Reineret al. (2002)
suggested that this could be a unique kilometric manifestation of a moving
type IV burst, the high degree of polarization points to a hectometric storm
continuum. A similar continuum identified by Fainberg & Stone (1970) in the
RAE-1 data (0.54–2.8 MHz) was found to be related to decametric and metric
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Figure 15.16. Number of type II bursts that begin in the DH domain and continue to the
kilometric domain plotted as a function of time (Carrington Rotation number and UT). Note that
there are several rotations with no such long-lasting type II bursts.

noise storms (Sakurai 1976). When we examined the solar disk, we found
that the onset of the continuum coincided with the appearance of a rapidly
changing active region complex (AR 9957 and 9958) located at the edge of an
equatorial coronal hole. When continuum started, AR 9957 was at N14E45 and
at N10W15 when it ended. The number of sunspots and the active region area
were growing rapidly and reached maximum around May 21-22. The radio
event disappeared when the active region area dropped to the pre-burst value
on May 23. The sunspot number declined at a slightly lower rate.

5. Concluding Remarks

Research on IP radio bursts started in the sixties and tremendous progress
has been made, thanks to the series of space missions with radio instruments on
board. While early studies concentrated on the radio phenomenon in isolation,
connecting them to solar disturbances started in the eighties. We now see that
the complex type III bursts and type II bursts are intimately connected to CMEs.
This has opened up new opportunities to study the propagation of CME-related
disturbances far into the IP medium because radio emission can be observed
over the whole Sun-Earth connected space and beyond. These two burst types
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also serve as proxies to the two commonly accepted sources of solar energetic
particles: flare reconnection and shocks. The simple picture of CMEs and
shocks propagating through a plain solar wind may not happen all the time,
especially during solar maximum.

With the CME rate averaging to more than 5 per day, the IP medium is
expected to be highly disturbed whenever CMEs are ejected in rapid succes-
sion from the same region. The radio signatures during CME interaction have
opened a new avenue to study the disturbed IP medium. Between 1996 and
2002, SOHO/LASCO detected nearly 7000 CMEs. Yet, there were only about
600 metric type II bursts and about 300 IP type II bursts. Out of the latter
300, only 76 produced radio emission over the entire stretch of the Sun-Earth
space (see Figure 15.16). Most of them were also associated with major SEP
events. Thus, the IP type II bursts provide unique information on geo-effective
CMEs. We were able to make tremendous progress using radio observations
with little positional information. Imaging the complex type III bursts, IP type
II bursts and the interaction signatures from space is a logical next step to get
direct information on shocks and electron beams. Such a possibility with the
Solar Imaging Radio Array (SIRA) is within our reach. With the anticipated
synergistic contributions from LOFAR and FASR on the ground, solar radio
astronomy is poised for a leap.
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Abstract
A serious long-term attempt to study the corona using radar was made between

1961 and 1969, but it was unsuccessful because the characteristics of the radar
echo could not be explained. In retrospect it was not possible to adequately
model the radar echoes because we did not know enough about the corona at that
time. Further observations became impossible as radar astronomy evolved and
the technique has been almost forgotten. In this chapter we propose to revive
the solar radar technique. We discuss the theory, review the early observations,
provide a tenable explanation of them, propose new experiments, and outline the
likely development of the technique.

1. Introduction

The Sun was the second target attempted in the development of radar astron-
omy (after the Moon). The first detailed calculations of the expected echo and
the radar parameters required were done by Kerr (1952), and echoes were first
detected at 25 MHz by a Stanford group in 1959 (Eshlemanet al. 1960). A
dedicated 38 MHz solar radar was built at El Campo, Texas by an MIT group
and regular observations were made between 1960 and 1969 (Jameset al.1970).
Unfortunately the observations were not fully understood, and they have not
contributed much to our present understanding of the corona. An excellent
discussion of solar radar theory and the early observations, is in Chapter 7 of
the bookRadar Astronomyby Evans & Hagfors (James 1968). A more recent
review is given by Rodriguez (2000).

In retrospect the early observers faced several insurmountable difficulties.
First, the large scale structure of the corona is often dominated by features, such
as coronal holes and coronal mass ejections, which were unknown at the time.
Second, the microstructure that governs the angular spread of the backscattered
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radiation was also unknown. Third, the radar turning point is at the base of the
solar wind, which had just been discovered and was largely unknown. Finally,
they did not have simultaneous optical observations to help constrain the coronal
geometry. Eventually interest in the solar observations waned, the radar was
scrapped, and radar astronomy evolved towards the use of higher frequencies.
Higher frequencies penetrate through the transition region into the cool dense
plasma of the chromosphere where they are heavily attenuated, so it became
impossible to repeat the observations and solar radar has been almost forgotten.

It is probable that new radar observations with modern signal processing,
dual polarization, and multiple frequencies, combined with modern optical,
UV, and X-ray observations, could make a significant contribution to the fun-
damental questions of coronal heating and solar wind acceleration. Solar radar
observations near 50 MHz are possible at present with at least two radars, the
Jicamarca ionospheric radar in Peru and the Gadanki atmospheric radar in In-
dia. It may soon be possible to observe between 18 and 26 MHz using a new
ionospheric heater planned for the Arecibo observatory. The radar echos from
Gadanki could be imaged with the GMRT radio telescope, and both Arecibo
and Jicamarca echos could be imaged with the proposed LOFAR array. So
prospects for revival of solar radar are encouraging.1

2. Theory

The propagation constantk = nω/c = β + jα for a radio wave in a warm
plasma, such as the corona, depends on the density, magnetic field, and electron
temperature. A normally incident radar wave is reflected at the heightH at
whichβ becomes zero. This depends only on the density and the magnetic field.
The loss termα depends on the collision frequency and thusTe as well. To the
accuracy necessary here, the refractive index is given byn2 = 1− ω2

p/ω(ω ±
ωce), whereω2

p = nee
2/meε0 gives the electron plasma frequency, andωce =

eB/mec is the electron cyclotron frequency. The refractive indexn < 1 so the
phase velocityVp = c/n > c, but the wave is highly dispersive and the group
velocityVg = dω/dk = nc < c. The power loss term2α = ν(1− n2)/(nc),
whereν is the collision frequency. In the coronaν = 1.81×10−6neA1(2)/T 1.5

e

whereA1(2) = ln(1 + (1074kTe/c2e2n0.333
e )2). The two-way delayTd and

optical depthτ are determined by the integrals given below.

Td = 2
∫ H

Earth
ds/Vg and τ =

∫ H

Earth
2α ds . (16.1)

1Note added in proof: A series of new 50 MHz observations has been made at Jicamarca by Coleset al.
(2004) using the same modulation and pulse width as El Campo. These observations have not shown any
valid echoes. This negative result suggests that the echo amplitude may have been significantly overestimated
and makes prospects for revival of solar radar less encouraging than when the chapter was written.
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We have used these expressions, with estimates of the and temperature in the
coronal holes and the equatorial streamers, to obtain the reflection heightH,
delayTd, and lossexp(2τ) for the two circular polarizations vs. frequency. The
density models and the height of the turning points are shown in Figure 16.1.
The coronal hole density is from Guhathakurtaet al. (1999), and the streamer
density is from Parentiet al. (2000). The kinetic temperature of the electrons
is not as well known, so we used rough values ofTe = 1×106K in the coronal
holes andTe = 2×106K in the streamers. The magnetic field is even less well
known. We assumed that it was the same in the coronal holes and streamers
and extrapolated inwards usingBr ∝ R−2. This undoubtedly underestimates
the field. The left-handed mode (LH) has smaller refractive index change than
the RH mode so it turns deeper in the corona (increasing the delay). Likewise
the coronal hole plasma is less dense so the reflection points are deeper than in
the equatorial plasma.
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Figure 16.1. Plasma density versus solar distance (left panel) and reflection height versus
frequency (right panel). Two plasma models, corresponding to streamers withTe = 2× 106K
and coronal holes withTe = 1×106K are given. The upper traces are from the streamer model
in both panels. The magnetic field is the same in both. The free space delay is 4.64 s/R¯.

The total path-integrated contribution of the plasma to the delay is the almost
same for both polarizations. Thus the differential delay between the polariza-
tions (≈ 150 ms at 38 MHz) is almost entirely due to the different height of the
turning points. The delays can be measured with sufficient accuracy to provide
good estimates of both the density and the magnetic field near the turning points.
Since the density is already reasonably well-known from optical observations,
the most important result will be the magnetic field estimate.

The loss increases dramatically if the wave “punches through” the corona into
the transition region where the temperature decreases and the density increases.
This will probably occur near 110 MHz in the coronal holes and 180 MHz in
the streamers but we do not have sufficient information to model the effect.
The lower frequency limit,∼ 15 MHz, is set by the ionospheric cutoff, but
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increasing noise, refraction and scintillation will make operation down near
the cutoff unattractive. The plasma delay and the signal loss are shown in
Figure 16.2. The loss is higher in the coronal holes because the temperature is
lower and the collision frequency is higher, however the plasma delay is lower
because the turning point is nearer the Sun where the density gradient is higher.
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Figure 16.2. Plasma delay versus frequency (left panel) and loss versus frequency (right panel)
for the models given in Figure 16.1. The coronal hole model gives less plasma delay and more
loss.

The effect on delay of a step density increase, such as would occur during a
fast Earthward CME, is plotted in Figure 16.3. When the step passes the turning
point it carries the turning point outward, reducing the free space delay abruptly.
When both polarizations reflect from the edge of the step the differential delay is
entirely due to the differential plasma contribution so the sense of the difference
is reversed. When the step moves far enough outward the turning points of the
two polarizations separate again and the differential delay changes back to the
normal sense. The total delay then increases slowly as the remainder of the line
of sight fills with denser plasma.

The returned echo will be scattered into a Doppler spectrum by motion of
the plasma at the turning point. The Doppler spectrum will be shifted by the
velocity of the solar wind and broadened by the random thermal and wave
motions in the plasma. The reflection process is an electron resonance but it is
a collective effect of many electrons. In this case the broadening is not due to the
thermal velocity of the electrons but to that of the ions. This phenomenon has
been studied in the case of Bragg backscattering in the ionosphere (Vanzandt
& Bowles 1960; Fejer 1960), but does not appear to have been studied in the
case of coherent reflections such as solar echoes.

Radars normally transmit and receive with the same antenna, and the antenna
beam illuminates the entire target. The antenna areaA and gainG are related
by G = 4πA/λ2. In this case we can calculate the received power in terms of
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Figure 16.3. Simulation of a spherically symmetric density step of three times the background
density, moving outwards at 200 km/s =1R¯/h. The delays are shown for RH and LH polariza-
tions at 18 and 26 MHz. The density profile is shown at 1.68 h and 2.0 h.

the target cross-sectionσ, which is the area of the equivalent isotropic reflector.
(The radar cross section of a large sphere is equal to its cross sectional area,
regardless of the surface roughness.) The transmitted flux isSt = PtG/4πR2.
The reflected powerStσ is reradiated isotropically, so the total returned power
at the antenna is

Pr = Ptσ
GA

(4πR2)2
= Ptσ

A2

4πλ2R4
. (16.2)

The reflected power is further reduced by the loss due to propagation through
warm plasma as discussed earlier. The returned signal is weak, because the
gain of the transmitting antenna is low at the low frequencies necessary to
obtain a coronal reflection, so the antennas must be physically large. This
means that the noise for all practical antennas will be dominated by solar noise.
Thus we can calculate the signal to noise ratio directly from the solar flux
Ss = 2kTeΩsB/λ2 W/m2. HereB is the bandwidth andΩs = π(R¯/R)2 is
the solid angle subtended by the Sun. The resulting signal to noise ratio is

Pr

Ps
=

PtA

8πkTBR2
. (16.3)

It is interesting that the signal to noise ratio (except for plasma loss) is inde-
pendent of frequency. This is because both the solar noise and the antenna gain
increase with frequency at the same rate.

If the reflecting surface were a smooth sphere the echo would come entirely
from a small region in the center of the apparent disk called the specular reflec-
tion. The cross section of such a reflection isσ = πR2

c , whereRc is the radius
of the reflecting surface. The actual area contributing to the specular reflection
would be roughly that of the first Fresnel zone≈ πRcλ/2.
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If the reflecting surface is rough on a small scale, the wave will be backscat-
tered into an angular spectrum of widthθrms. Each specular reflection will be
broadened into a patch of diameter≈ θrmsRc. If the surface is very rough,
such as the surfaces of the terrestrial planets, moons, and asteroids, the echo
will be distributed more or less uniformly over the half of the reflecting surface
that faces the radar.

To determine the backscattering angular spectrum for the corona one must
characterize the surface roughness to obtain an estimate of the rms gradients
of the surface. The density fluctuations can be described by their structure
function Dne(s) = 〈(ne(r) − ne(r + s))2〉, so the rms density gradient on
a scales is given byδne/s = D0.5

ne (s)/s. The structure functionDne(s) is
power law in nature but the exponent changes at the inner scales = `i. At
scaless < `i, Dne(s) ∝ s2 so δne/s is independent ofs. At scaless > `i,
Dne(s) ∝ sα whereα < 2, soδne/s drops with increasing scales. We have
measurements ofDne(s) nears = `i from radio scattering observations and
we can use a recent model (Armstronget al. 2000) to obtain a lower bound
at a typical radar turning point of1.4R¯. At that distance the model gives
Dne(s < `i) ≥ 2.1× 10−6n2

e(s/`i)2 and`i ≈ 1040 m.
The gradient of the reflecting surface can be obtained by translating the

density fluctuationδne into a height fluctuationδH = δne/(dne/dR) where
dne/dR is the radial gradient. The rms surface gradient is thendH/dR =
(D0.5

ne (`i)/`i)/(dne/dR). The density gradient at1.4R¯ is dne/dR ≈ ne/6R
so dH/dR ≈ 220! The effect of anisotropy will increase this by about an
order of magnitude, but it is very large in any case. The coronal reflecting
surface is very different from other targets in the solar system. It is smooth
on scales smaller than the inner scale, which is about 100 times larger than
the wavelength. However the surface gradients are extremely large. It appears
that the incident wave will be backscattered into a very wide angular spectrum
by reflection from a violently undulating smooth surface, rather than a rough
surface.

To help visualize the nature of the reflecting surface we show simulated one-
dimensional cutsne(r) in the radial and tangential directions in Figure 16.4.
The Fourier transform ofne(r) was generated from a sampled gaussian random
process and scaled so its squared magnitude matches the anisotropic spectrum
measured by radio scattering near the Sun (Grallet al.1997). It was then Fourier
transformed back and the mean radial gradient was added. The fluctuations in
ne(r) are normalized to the mean value of the simulation. The two-dimensional
spectra at this distance have an axial ratio of about 50, so the two cuts have very
different spatial scales. The smallest scales in the tangential direction are about
1 km, whereas in the radial direction they are about 50 km. The reflecting
surface will be at the rising edge of one of these radial bumps. It will be carried
outward until the peak density drops below the critical value, then it will jump
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back to the following bump. If these density bumps are convected with the
plasma flow (velocityVf ), then the mean Doppler shift will be∆ν = 2Vfν/c,
however they could be traveling density waves (wave velocityVw), which would
increase the Doppler shift to∆ν = 2(Vf + Vw)ν/c.
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Figure 16.4. Simulation ofne vs radial distance (left panel), andne vs tangential distance
(right panel). The mean radial gradient is shown as a dashed line in the left panel.

The radial gradients of the fluctuations are very much larger than the mean
radial gradient. Thus the height of the reflecting surface will vary by 1000’s of
km as these structures move outward. The structure of the reflecting surface is
illustrated in Figure 16.5, which is a two-dimensional cut through the equatorial
plane. The region where the wave can propagate is white, where the wave is
cutoff it is black. The wave is incident from the right and is reflected by the black
structure. However, in order to display the plot conveniently we increased the
radial gradient by a factor of 20. Thus the highly filamentary radial structures
in Figure 16.5, should actually be even more elongated. This is an unusual
type of reflecting surface which apparently has not been studied before. It
seems likely that it will scatter the incident wave into a wide angular spectrum,
but it is also possible that multiple reflections in the low density channels will
greatly increase the loss in the manner of an optical beam trap. Study of the
cross polarized echo may be useful here. Evidently some analysis and perhaps
simulation of this situation will be necessary.

The corona has a great deal of large-scale structure controlled by the coronal
magnetic field. The gradients in such structures are small compared with the
turbulent gradients, but the changes in the mean density and temperature are
significant. Near solar maximum the height of the reflecting surface at 38 MHz
will be about 1.4R¯ so the radar cross section will be aboutσ = 2πR2¯.
Near solar minimum the large scale structure is characterized by a high density
equatorial streamer belt and coronal holes over both poles. The height of the
reflecting surface will be about 1.4R¯ over the streamer belt and 1.2R¯ over
the polar holes. The polar hole echo is weaker, as shown in Figure 16.2, so



342 SOLAR AND SPACE WEATHER RADIOPHYSICS

Radial Distance (km)

T
a
n
g
e
n
ti
a
l 
D

is
ta

n
c
e
 (

k
m

)

Figure 16.5. Simulation ofne in the equatorial plane. In the dark regions the wave frequency
is above the plasma frequency and the wave cannot propagate. The wave is incident from the
left and reflects from the black structures. The pixel size is 1 km by 10 km. The radial gradient
has been increased by a factor of 20 to keep the plot on a convenient scale.

the average cross section at solar minimum will be about half that at solar
maximum.

At all phases of the solar cycle coronal mass ejections (CMEs) are common,
although the rate is higher at solar maximum and during the declining phase of
solar activity. CMEs often have a roughly spherical geometry comparable in
size with the solar disk. However, they are far from a smooth sphere and many
irregular events occur. One of the simplest large CMEs observed with LASCO
is shown in Figure 16.6 below. Such a CME would have a stronger echo than
the background corona because it will not only increase the area, it will push
the reflecting surface out and reduce the loss.

We have considered only the total reflection that occurs at the location where
the refractive index goes to zero. The wave can also be reflected from periodic
density fluctuations that satisfy the Bragg condition. The density fluctuations
can be thermal fluctuations or MHD waves. In either case, only a small amount
of the incident power will be reflected at any distance, so the echo is distributed
over range. This is a very useful phenomenon in the ionosphere but Bragg
reflections from the corona are too weak to be measurable with an Earth-based
radar.

3. Other Coronal Observations

Solar observations, by any method, are complex and difficult to interpret
because there is a large range of spatial structure; the Sun is not constant;
and the observations inevitably average over some finite region. It will be
essential to interpret solar radar observations in conjunction with other coronal
observations. Here we outline the other coronal data that are most likely to be
useful in this regard. These include: (1) white light observations of Thomson
scattered solar radiation; (2) radio forward-scattering observations; (3) UV
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Figure 16.6. A relatively simple large CME known as “the lightbulb” as observed by LASCO
C2 and C3. This CME was directed to the north and has been rotated east for convenience. The
SOHO/LASCO data are produced by a consortium of the Naval Research Laboratory (USA),
Max-Planck-Institut fuer Aeronomie (Germany)), Laboratoire d’Astronomie (France), and the
University of Birmingham (UK). SOHO is a project of international cooperation between ESA
and NASA.

emission line observations; (4) soft X-ray continuum observations; (5) radio
emission observations. All of these observations involve important line of sight
integrations, and the effect of this is different for each observation. It is usually
less severe for observations made on the disk than for observations made off
the limbs.

The white light observations are made off the limbs where the direct solar
radiation can be blocked with occulting disks. They provide an image of the
path integrated coronal electron density. These are the best measurements of
large-scale coronal structures such as streamers, coronal holes, and CMEs. An
example of a CME observation is shown in Figure 16.6. No existing space-
born coronagraph can reach the turning point of feasible solar radars because
the occulting disks are too large. Fortunately, the new COR1 coronagraph
of the SECCHI instrument on STEREO will reach 1.4R¯. The velocity of
well-defined structures like CMEs can be measured by tracking the motion of
the feature over time. Smaller structures in streamers have also been tracked,
but it has not been possible to measure the velocity in coronal holes by this
method because no distinct features can be tracked. White light observations
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are not directly sensitive to the magnetic field, but lines of enhanced brightness
appear to follow magnetic field lines, and they are believed to be a tracer of the
magnetic field.

Radio forward-scattering measurements are also limb observations sensitive
to density or density fluctuations. One can, in principle, measure Faraday
rotation and thus the magnetic field. However, in the normal limb observation
the mean Faraday rotation cancels out and only fluctuations can be observed.
If a coherent source, such as a space-craft transponder or a pulsar, is available
one can measure the column density. Otherwise one can measure the density
fluctuations. These measurements can be very precise but only in the direction
of the radio source. In this respect they are complementary to the white light
observations, which provide an image but less precision. Radio scattering
measurements can measure the micro-turbulence and also the velocity of the
microstructure. However the microstructure might be moving with respect to
the mean flow, if the density fluctuations are caused by traveling waves, and
this potential bias can be very important in the sub-Alfvénic flow near the Sun.
The primary value of radio scattering measurements for solar radar is that they
can be used to estimate the small-scale density gradients, which determine the
angular spread of the radar echo.

Soft X-ray observations can be made both on disk and off the limbs. The
emission is free-free bremsstrahlung and the characteristic temperature of the
radiating electrons is about7×106 K. This is far above the kinetic temperatures
of 1−2×106 K, so the soft X-ray emission is really a measure of the high-speed
tail of the electron velocity distribution. Such superheating of electrons occurs
when they are trapped on closed field lines. Absence of soft X-ray emission
is a clear signal of open field lines and this is how coronal holes, which are
characterized primarily by open field lines, were discovered.

Ultraviolet emission lines can be observed both on disk and off the limbs.
They are sensitive to density, temperature and composition. A great deal of
information can be derived from these observations but very careful modeling
is required. They are particularly valuable in the transition region where one
can trace the temperature by observation of different ionization states. There
is great potential for comparing details of the radar echoes with TRACE and
UVCS observations.

Meter wavelength radio emissions have been observed since the dawn of ra-
dio astronomy, because the Sun is a very strong radio source at low frequencies.
Continuous thermal emission comes from the hot plasma above the reflection
point. However, strong transient emissions occur at the local plasma frequency
or its harmonics. They are caused by a disturbance, such as a shock or a stream
of relativistic electrons. By observing emission at different frequencies one
can measure the local density and trace the disturbance outward (and occasion-
ally inward). These local emissions are often much stronger than the thermal
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emission from the entire Sun. They can be observed with spectrometers, which
average over the entire Sun. However one can also image the emission with
a radio-heliograph, which allows one to separate emissions in position, and
to compare with other imaging observations. These observations are primarily
traces of solar activity and have not been as useful in outlining the quiet regions.
They may prove very useful in comparisons with radar echoes.

4. Previous Radar Measurements

The first radar echoes from the Sun were detected by in 1959 (Eshlemanet
al. 1960). They transmitted 40 kW at 25.6 MHz using an antenna with 3450 m2

collecting area. The detection was marginally significant in an integration time
of 18 min. Regular measurements were made from 1961 to 1969 with a much
more powerful system (Jameset al.1970). They transmitted 500 kW at 38 MHz
using an antenna with 20,000 m2 collecting area. The signal was much weaker
than had been expected on the basis of the 1959 detection—less than one would
expect of a spherically symmetric Sun. The only other apparent radar detection
was made at 40 MHz using Arecibo in 1965 (Campbell, private communication,
2001). Solar observations at Arecibo were not continued. Attempts to detect a
Raman scattered echo at 2380 MHz with the Arecibo radar were unsuccessful
(Fitze & Benz 1981).

The El Campo antenna was a manually-phased array with a rather narrow
bandwidth. It was steered in declination by changing the length of the transmis-
sion lines. The beam width was 8◦ E-W by 2◦ N-S, which is enough to transmit
for 18 min, then receive for 18 min, once a day. The antenna declination was
changed every few days to track the seasonal change in solar declination. The
transmitter was frequency-shift (FSK) modulated between frequencies sepa-
rated by 8 kHz because it was originally thought that the Doppler shift would
not exceed this value. However it was increased in subsequent years to 16, 40,
and finally 60 kHz. Even 60 kHz, which corresponds to 237 km/s, was not
always sufficient and some of the data show evidence of aliasing in the form
of negative echo power. Although part of the antenna had two polarizations,
measurements of cross polarization were not reported. The signal processing
was done with repeated passes of an analog tape through an analog filter bank.
The design and operation of this radar was a tour de force with the technology
of the day.

The results were a surprise in many respects. The mean delay was close to
the expected value, but echoes were received much earlier and much later than
the mean. A long-term average of the delay distribution (James 1968) is shown
in Figure 16.7. The observations confirmed that the mean electron density used
to model the observations was reasonably accurate, which was not surprising
since the density model used (Pottasch 1960) was the result of a great many
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optical observations. The early echoes must arise from high density structures
near the center of the disk. These could come from equatorial streamers but
much stronger echoes would come from Earth-directed fast CMEs, which would
carry the reflecting surface further outward than normal. The late echoes must
have come from the limbs. They could be either high inclination streamers or
CMEs on the limb.

Figure 16.7. Average range distribution of echoes observed with El Campo radar.

The echo strength was weaker than expected and was also highly variable.
The annual averages (James 1970), shown in Figure 16.8 are clearly correlated
with solar activity. The observations were started as solar activity was declining
and the mean echo strength continued to decline with solar activity. It began
to increase in 1968 as the solar activity picked up, but the observations were
stopped before solar activity reached maximum. This behavior is evidently
caused by the reduced cross-section of the polar coronal holes that form at solar
minimum as discussed earlier.

The echo strength was also more variable than expected, with daily variations
sometimes exceeding a factor of 10. This is apparent in several years of daily
observations (James 1968) as shown in Figure 16.9. Some of the unusually
large echoes are probably due to large fast CMEs. Those directed toward the
Earth will have strong echoes and short delays. Limb CMEs will also show
enhanced echoes but longer delays. Other large echoes will occur when a highly
inclined streamer is near the limb, and these will also show longer delays.

The most informative displays are the range-Doppler spectra, some of which
are shown in Figure 16.10. These were selected from those with high echo
amplitude at normal or higher heights (James 1968), which suggests that they
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Figure 16.8. Annual average echo strength.
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Figure 16.9. Daily measurements of echo strength.

are Earth-directed fast CMEs. The spectra all show a large Doppler broadening
corresponding to rms radial velocities of about 100 km/s, consistent with ion
temperatures of the order of2 × 106 K. The spectra clearly shift to the right
with elevation, which is consistent with an acceleration. However the echoes
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from lower ranges are probably from the flanks of the CME where the velocity
is not directed toward Earth. This would cause an apparent acceleration. The
mean shift of the higher echoes, of the order of 50 to 100 km/s, is probably
a good measure of the radial velocity and is consistent with measurements of
fast CME at these heights. These spectra provide some guidance for planning
future observations. The Doppler resolution of 5 kHz is sufficient but the finer
range resolution would be useful.

Figure 16.10. Range-Doppler spectra of selected strong echoes. At 38 MHz a velocity of
4 km/s gives a Doppler shift of 1 kHz, so the 5 kHz grid corresponds to 20 km/s.

More typical spectra, such as those in Figure 16.11, show a rich variety
of structure (James, 1968). Some features in Figure 16.11 show much less
broadening and the broadening is not as smooth as in Figure 16.10. Evidently
this must be cool material extending into the corona. Chromospheric material
with a kinetic temperature of104 K would have a thermal velocity of about
10 km/s and a Doppler broadening of about 2.5 kHz. Such cool features should
be observable inHα which is regularly monitored on the disk. These spectra
suggest that it would be valuable to have finer Doppler resolution, perhaps
1 kHz, in future observations.

5. New Observations

There are a few ionospheric and atmospheric radars which could observe
echoes from the Sun with sensitivity comparable with that of El Campo. New
radars will have to use pulse amplitude modulation PAM which only provides
a maximum 50% duty cycle, because we now know that potential Doppler
shifts can exceed the maximum possible FSK shift. It may be possible to use
polarization modulation if the cross polarization of the echo is very small. Since
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Figure 16.11. Typical Range-Doppler spectra. Notable on theses plots are multiple clusters in
range and some rather narrow Doppler features. The narrowest features on these spectra could
be chromospheric material.

the coherence time of the corona is less than the range resolution, the range
decoding must be done incoherently. Thus the effective transmitting power is
the peak powerPpk times the square root of the duty cycleD. Thus a figure of
merit isFm = PpkA(DNp)0.5, whereNp is the number of polarizations. The
echo is probably unpolarized so the signal to noise ratio increases by

√
2 if both

polarizations can be measured.
The signal to noise ratio also depends on the pulse widthTp. If the pulse

width of the radar is much smaller than the intrinsic width of the echoTs,
the signal to noise ratio decreases as(Tp/Ts)0.5. If the intrinsic pulse width
exceeds the pulse repetition rate ofTp/D, then it is better to operate in a CW
mode where the effective power isPavg but the pulse can be matched to the
echo. Estimated values ofFm are given in Table 16.1 for pulse lengths of 2 ms
and 500 ms, for existing and potential radars. These have been corrected for
the expected signal loss for the streamer model in Figure 16.2 and referenced
to El Campo.

The signal to noise ratio does not depend on the frequency resolution because
frequency smoothing can be applied either before or after range decoding. Most
of the El Campo data were taken withTp = 500 ms and a frequency resolution of
5 kHz. The data may have finer structure in both range and Doppler, so higher
resolution in both coordinates would be useful.

The most sensitive existing radar for solar observation is the 50 MHz radar at
Jicamarca in Peru. However its maximum pulse width is only 2 ms and the duty
cycle is 5%. So if the intrinsic pulse width exceeds 40 ms it should be operated in
CW mode. Like El Campo, Jicamarca is a transit instrument that can be steered
manually±3.5◦ from the zenith in either direction. It is bigger than El Campo,
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Table 16.1. Comparison of Solar Radar Parameters.

Parameter Arecibo Jicamarca El Campo NMRF

Frequency (MHz) 15-26 50 38 53
Peak Power (MW) 2.4 2.25 0.5 2.5
Avg Power (kW) 600 112 500 60
Area (1000 m2) 30 63 20 10
SensitivityFm (2ms) 6.7 3.4 - 0.4
SensitivityFm (500ms) 2.4 0.5 1 0.04

and it also has dual polarization. However the Jicamarca beam is less than 1◦
in diameter, so if it were pointed at the Sun to transmit, it would be pointing off
the Sun by the time the echo returned. Fortunately the antenna can be separated
into sub-arrays and it is possible to use separate sub-arrays for transmitting and
receiving. Even with the antenna split Jicamarca has higher sensitivity than El
Campo, so solar observations appear to be feasible. Jicamarca is at−7◦ latitude,
so the Sun is within the steering range during two 13-day periods—Oct. 19
to 31; and Feb. 11 to 23. The daily declination change is about 1.6R¯/day,
so the Sun can only be observed for a few days without repointing the beam.
An unsuccessful attempt to observe the Sun with Jicamarca was made in the
early 1960’s (Bowles, private communication, 2002). This is puzzling because
Jicamarca made the first detection of echoes from Venus about the same time,
and the Venus detection appears to be more difficult.

Jicamarca is probably best configured with most of the array devoted to
transmitting, and only a few modules used for the receiver. However only three
of the four original transmitters are presently operational, so it is presently
optimal to use three quadrants for transmitting and one for receiving. The
transmitters are presently operated at about 75% of their original rating, so
the sensitivity is less than that available in the 1960s. The modular nature of
Jicamarca allows the use of interferometry to obtain some spatial resolution.

The 53 MHz National MST radar facility (NMRF) at Gadanki near Banga-
lore in India is another possibility. It has a peak power of 2.5 MW with a duty
cycle of 2.5%, and dual polarization. Although it is considerably less sensi-
tive than Jicamarca, it might be possible to use the “Giant Meter Wavelength
Radiotelescope” GMRT near Pune as an imaging receiver. With GMRT the
sensitivity would not increase, but imaging the echo would be so valuable that
this possibility should be explored.

It may soon be possible to use Arecibo as a solar radar. It is likely that a
proposed ionospheric heater will be constructed in the next few years, and this
heater can be used as a solar radar with minor modifications. The design of
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the proposed heater is not complete at this time, but the primary features are
becoming clear. The transmitter will operate from 3.0 MHz to 26 MHz. It will
have a peak power of about 2.4 MW with a 25% maximum duty cycle, and it
will probably be connected to a fixed-feed in the 305 m primary reflector. This
will be a very sensitive and flexible system because of the high average power.
The heating feed or feeds will only operate up to 9 MHz, so a new high-power
feed will have to be constructed for the 18 to 26 MHz band. However we can
use an existing dual-polarization 25 MHz receiving-feed mounted on carriage
house 2. The beam width would be more than twice that of Jicamarca so there
is little possibility of separating the echos from the limbs without an additional
receiving antenna.

If the transmitter feed is fixed, then the transmit time will be 18 min, but if the
transmitting feed were also mounted on carriage house 2 the total observation
time could be increased to 2 h. This would be a real advantage for observing
transient events like CMEs. It is feasible to route the transmitter power to the
carriage house using an existing high power coaxial-line which is presently
unused. This would also simplify the setup considerably and make it much
easier to interleave solar observations with other uses of the telescope.

The Arecibo system would have several advantages over Jicamarca: the
antenna can be pointed at the Sun any time between March 22 and September
22; the observing time per day is longer; any frequency from 18 to 26 MHz
can be used; and sensitivity is better. However observations at Jicamarca will
remain interesting because the frequency is different, and the angular resolution
is significant.

The analysis of single-antenna data will remain complex because the echo
is integrated over the entire Sun. The reflecting surface will have to be located
by model fitting, which will have to include correlative optical, UV, and soft X-
ray data to constrain the large scale geometry. However some geometries will
be unambiguous, for example that of a fast Earth-directed CME. Such a case
will be particularly valuable in measuring the pre-CME corona, because the
incident wave will be reflected at the leading edge of the density compression.
The CME will act as a test reflector moving out through the pre-existing corona.
The location of cool filaments may also be unambiguous as they can be observed
on the disk with anHα monitor.

6. Use of an Imaging Receiver

The most serious weaknesses of the single antenna radars: (1) the ambiguity
in the location of the reflections and the resulting complexity in echo analysis;
(2) the limited frequency range and thus height coverage; (3) limited tracking
time. The ambiguity problem could be eliminated by receiving the echo with
an imaging array capable of spatially resolving the coronal features of interest.
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Such an array would provide a range-Doppler spectrum for each beam, mapping
the reflecting surface in velocity, density, and magnetic field. This would be
possible using the NMRF and GMRT in India, although the planned 53 MHz
receiver at GMRT has not yet been implemented. Another possibility is the
LOFAR array, now being designed primarily for radio astronomy. LOFAR
would be ideal for receiving the solar echo (provided it is located reasonably
close to the transmitter) because it is designed to have a good instantaneous beam
shape. Most imaging arrays, including GMRT, have rather high sidelobes on
their “instantaneous beam.” They synthesize a clean beam by Earth-rotation
averaging, which typically takes at least half a day. A LOFAR array in the
south-west USA could work with both Arecibo and Jicamarca transmitters.
Unfortunately Arecibo and Jicamarca cannot point at the Sun at the same time
because Arecibo cannot point south of 0◦ declination and Jicamarca cannot
point north of−5◦ declination.

The LOFAR goal is to have the instantaneous beam sidelobes< 0.5% of the
peak so the dynamic range of the map could exceed 100. Since the signal to noise
ratio is limited by the transmitter flux, rather than the sensitivity of the receiver,
it is unlikely that LOFAR could reach a dynamic range of 100 with existing
transmitters. Even if the sidelobe levels are somewhat higher LOFAR should
be able to produce excellent maps of the reflecting surface. The GMRT/NMRF
combination cannot provide the high spatial resolution and high dynamic range
of LOFAR, but it would be capable of resolving the major coronal features
of interest, i.e. coronal holes, CMEs, streamers, etc. Furthermore a 53 MHz
system at GMRT could be ready long before LOFAR, so serious consideration
should be given to NMRF. The main uncertainty appears to be the coronal loss
at 50 MHz. This could be resolved by observations at Jicamarca which would
help judge the feasibility of NMRF/GMRT observations.
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Abstract We have developed a Computer Assisted Tomography (CAT) program that mod-
ifies a three-dimensional kinematic heliospheric model to fit interplanetary scin-
tillation (IPS) or Thomson scattering observations. The tomography program
iteratively changes this global model to least-squares fit the data. Both a coro-
tating and time-dependent model can be reconstructed. The short time intervals
of the time-dependent modeling (to shorter than 1 day) force the heliospheric re-
constructions to depend on outward solar wind motion to give perspective views
of each point in space accessible to the observations, allowing reconstruction of
interplanetary Coronal Mass Ejections (CMEs) as well as corotating structures.
We show these models as velocity or density Carrington maps and remote views.
We have studied several events, including the 2000 July 14 Bastille-Day halo
CME and several intervals using archival Cambridge IPS data, and we have also
used archivalHeliosphotometer data to reproduce the heliosphere. We check our
results by comparison with additional remote-sensing observations, andin-situ
observations from near-Earth spacecraft. A comparison of these observations
and the Earth forecasts possible using them is available in real time on the World
Wide Web using IPS data from the Solar Terrestrial Environment Laboratory,
Japan.
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1. Introduction

In coronal and heliospheric physics there have been numerous attempts to
reconstruct the corona and heliosphere in three dimensions. Near the Sun there
is good reason to determine the three-dimensional shapes of structures in order
to learn about their initiation and source of energy. Coronal mass ejections
(CMEs) often have a loop-like appearance. As helical loops driven by currents,
as proposed by Anzer (1978) or Mouschovias & Poland (1978), the shape of a
CME should follow a very specific pattern. If, however, a CME is a spherical
bubble, then it might very well be the remnant of a large addition of energy at
a single point in the low corona (Wu, Dryer & Han 1976). Various techniques
used to determine CME shapes from the single perspective of Earth, including
polarization (Munro 1977; Crifo, Picat & Cailloux 1983) and depletion of the
corona (MacQueen 1993) indicate that CMEs are extensive coronal structures.
Studies using multiple perspectives from spacecraft viewing from different van-
tage points (Jacksonet al.1985) reach the same conclusion. The extent and the
shape of the background corona are also important. For instance, the shapes and
positions of coronal streamers can indicate their location and extents relative
to the magnetic structures on the Sun. This in turn can give an indication of
whether all streamers are formed by the effects of a global solar current “pinch”
effect or some more local magnetic phenomena. For studies of the solar wind
and the processes that supply its energy, these studies can only be carried out if
the global solar wind parameters can be determined.

Forecast ideas in heliospheric physics demand remote sensing techniques that
determine the three-dimensional and evolving shapes of solar and interplane-
tary structures. The three-dimensional morphology of solar features allows a
determination of whether or not a solar structure will affect Earth. In the case of
flares and other large transient changes near the solar surface this information
can tell whether that structure will erupt and then whether or not this erup-
tion is placed in a location to affect the Earth. This premise, more than any
other, has promoted the three-dimensional observations that will be possible
from NASA’s two STEREO spacecraft that are now under construction. When
global heliospheric data are available from one or more data sources, a new type
of computer assisted tomography is possible that allows a model of corotating
and outward-expanding solar wind to reconstruct its shape by the rearrange-
ment of features along each line of sight (LOS). These ideas follow a lengthy
heritage of such analyses.

Tomography is best-known for its application in the medical profession,
where it is used as a non-invasive way to probe the human body, and recon-
struct its internal structure in three dimensions (Gilbert 1972). Most other
tomographic applications are limited in the ability to view objects from a large
number of directions. However, depending on the choice of orientation and res-
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olution of the three dimensional matrix shape relative to the input images, even
a single perspective view can provide a unique solution for an object’s three
dimensional structure (Katz 1978). One of the earliest uses of tomography was
in solar radio astronomy (Bracewell 1956). Other areas where tomographic
reconstruction techniques have been successfully applied are in studies of bi-
nary star systems (Marsh & Horne 1988) and accretion disks in astrophysics
(Gieset al. 1994), acoustic sounding in oceanography (Worcester, Corunelle
& Spindel 1991), seismic studies in geology (Anderson & Dziewonski 1984),
auroral studies (Frey 1996) and coronal studies in solar physics (Hurlburtet al.
1994). An application in atmospheric modeling, somewhat similar to our model
in its use of an irregular sampling of refractometric sounding observations is
discussed in Gorbunov (1996).

Some of the first coronal tomographic analyses from Skylab coronagraph ob-
servations (Wilson 1977; Jackson 1977) used solar rotation to provide perspec-
tive views of the corona. Coronal tomography has been enhanced recently by
Zidowitz, Inhester & Epple (1995) using rotational tomographic techniques to
reconstruct coronal densities from Mark III coronagraph observations. Corota-
tional tomography of SOHO UVCS data (Panasyuk 1999; Frazin 2000; Frazin
& Jansen 2002) has shown considerable improvement over techniques that
simply assume the structure is on the limb at the time of observation. A two-
perspective-view tomography analysis of CMEs by Jackson & Hick (1994) and
Jackson & Froehling (1995) performed using Solwind coronagraph andHelios
spacecraft photometer observations show the extended three dimensional shape
of two CMEs.

Since the 1960s, interplanetary scintillation (IPS) measurements have been
used to probe solar wind features with ground-based meter-wavelength radio
observations (Hewish, Scott & Wills 1964; Houminer 1971). Observations from
the UCSD (Coles & Kaufman 1978) and Nagoya (Kojima & Kakinuma 1987)
multi-site scintillation array systems have been used to determine velocities
in the interplanetary medium since the early 1970s. The scintillation-level
intensity IPS observations, which arise from small-scale (∼200 km) density
variations, highlight heliospheric disturbances of larger scale that vary from
one day to the next and are often associated with geomagnetic storms on Earth
(Gapperet al.1982). These 80 MHz scintillation-level IPS observations show
a preponderance of disturbances that appear to corotate with the Sun as inferred
from a list of events, their shapes, and their solar surface associations (Hewish
& Bravo 1986).

Often, only a rudimentary determination of the location of solar wind struc-
tures (an assumption that all material is present at the location of LOS closest
approach) has been used to determine several parameters through purely remote
sensing. For instance, from IPS velocity data it was determined that the polar
solar wind has high speed (Kakinuma 1977; Coleset al.1980; Kojima & Kak-
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inuma 1990) long before observations from the Ulysses spacecraft (McComas
et al.1995) measured these velocitiesin situ. Regions of slow solar wind are
generally found near the solar equator especially at solar minimum, and thus
near the location of the magnetic neutral line as determined by the potential
magnetic field model (Hoeksema, Wilcox & Scherrer 1983). Scintillation level
data from the Cambridge scintillation array have been analyzed in the same
manner (Hicket al.1995) to produce detailed Carrington maps.

Heliospheric tomography of transient heliospheric structures using global
IPS data (Gapperet al. 1982; Behannon, Burlaga & Hewish 1991) has often
been attempted without the aid of sophisticated computer techniques. A more
sophisticated approach has been pursued by Tokumaruet al.(2003) or Hayashi
et al.(2003) who fit assumed model structures to data from one day’s observation
of IPS data.

The techniques described here apply computer assisted tomography methods
to data primarily obtained from one location in space. The corotational analyses
(Jacksonet al.1997b; 1998; Kojimaet al.1997; Kojimaet al.1998; Asaiet al.
1998; Jackson & Hick 2002) using these techniques improve upon the inherent
averages made by assuming all material lies at the point of closest approach of
the LOS to the Sun.

The next section gives a background for both the global IPS andHeliospho-
tometer Thomson-scattering observations that have inspired these tomographic
techniques. The third section describes the solar wind model used and the to-
mographic program that has been developed to fit this model. The forth section
gives a comparison of observations with small portions of the kinematic model
that have been reconstructed from them showing that the models do indeed fit
observations. The fifth section compares the tomographic models toin-situdata
from Earth and in the Thomson-scattering analysis,Heliosspacecraft density
data. The sixth section displays and discusses the kinematic model values in a
variety of ways including remote observer views of the data and as Carrington
synoptic maps. We conclude in the last section.

2. Global Data Analyses

The IPS technique relies on several assumptions to relate changes in scin-
tillation level and velocity integrated along each LOS to local changes in the
scintillation level and velocity. In weak scattering (assumed here exclusively),
the Born approximation holds and the scintillation pattern at Earth is a sum of
contributions from each thin scattering layer perpendicular to the LOS (Tatarski
1961). At any given radio frequency at solar elongations close to the Sun, and
depending on the radio source size and the scintillation level, the weak scattering
approximation breaks down and IPS observations are no longer optically thin.
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This effect provides an effective limit to IPS observations of a given frequency
close to the Sun.

Heliospheric Thomson scattering (sunlight scattered from electrons) present
along each LOS, on the other hand, is optically thin to elongations within
a small fraction of a solar radius out to 180◦. However, unlike ground-based
interplanetary scintillation measurements, heliospheric brightness is only a tiny
component of the brightness of the night sky. At elongations of a few degrees
Thomson scattering brightness is at best only a few percent of the zodiacal
light, and this percentage becomes less at even greater elongations. Stellar
signals can also be hundreds of times brighter than those from heliospheric
Thomson scattering. From the surface of the Earth, mesopheric air glow at
even the darkest sites presents a time-variable signal that is several times larger
(Garcia, Taylor & Kelley 1997; Jameset al. 1997) than heliospheric signals.
Mesospheric air glow has effectively limited ground-based Thomson scattering
observations to elongations within a few solar radii of the Sun and the best of
these at times of total solar eclipses obtained by high-flying aircraft (Chapman
1979).

The tomographic program employed here requires that the contribution of
a solar wind model be estimated along each LOS. This model is iteratively
changed to fit observations at each LOS by following each LOS contribution
back to its origin on an inner boundary and formally inverting the contributions
to this inner boundary according to weights provided along each LOS. The solar
wind model provides each three-dimensional LOS contribution, and the inner
boundary or source surface makes the tomographic inversion a two-dimensional
problem in order to maximize the information from each LOS observation. This
technique estimates LOS weighting from an IPS or Thomson scattering weight
function separate from the solar wind and then includes allowance for the solar
wind model. The following two subsections give LOS weighting details that
provide modeled IPSg-levels, velocities, and Thomson-scattering brightness.

2.1 IPS measurements

Scintillation-level measurements are available digitally from 1990 October
through 1994 September from nearly 1000 sources observed daily at 80 MHz by
the Cambridge array telescope. In recent years radio source scintillation-level
observations have been obtained from several tens of sources measured each
day by the group at the Solar-Terrestrial Environment Laboratory (STELab),
Toyokawa City (Nagoya University), Japan. These observations have been
available from the STELab Kiso radio telescope from 1997 to the present and
more recently (since mid-2002) from the STELab Fuji and Sugadaira radio
telescopes. The IPS analysis shown here uses data from a relatively short time
intervals from the Cambridge, England and STELab telescopes in 1994 and
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from STELab during 2000 July. The value of the disturbance factorg is defined
as

g = m/〈m〉, (17.1)

wherem is the fractional scintillation level∆I/I, the ratio of source intensity
variation to intensity and〈m〉 is the mean level of∆I/I for the source at that
elongation. Scintillation level measurements from the STELab radio facility
analyses are available at a given sky location as an intensity variation of the
source signal strength. For each source, data are automatically edited to re-
move any obvious interference discerned in the daily observations. To yield
g-levels in real time, the white noisePWN is subtracted from the scintillation
signal spectrumP (ν), and then system gain corrections are determined by au-
tomatically calibrating with the white noise level at the high frequency end
of the power spectrum. To obtainm, the white noise is subtracted from the
scintillation signal,

m =
∫

(P (ν)− PWN )/PWNdν. (17.2)

At UCSD, STELabg-values for a source are determined in real time fromm
by a least square fit to the axially symmetric solar wind model. We assume that
it is sufficient to fit 8 daily measurements in order to obtain a value of〈m〉 for
a given source.

The scintillation level weighting factor along the LOSWI(s) can be ap-
proximated in weak scattering (Young 1971) at the 327 MHz frequency of the
STELab IPS observations and at the 80 MHz frequency of the Cambridge,
England array as

WI(s) = 2π

∫
sin2

(
q2λs

4π

)
exp

(
−θ2

0q
2s2

2

)
q−3dq. (17.3)

In this general IPS weight integral,q is the wave vector. We use a single
power law for the spectrum, the same for slow and fast solar wind, with an
average power index of 3. The average angular size of a radio source is set at
θ0 = 0.3′′at the wavelengthλ = 3.68 m (81.5 MHz) of the Cambridge IPS
observations and atθ0 = 0.1′′at the wavelengthλ = 0.917 m (327 MHz) of the
STELab IPS observation. These weights are plotted in Figure 17.1.

The scintillation levelm is related to the small-scale density variations along
the LOS by

m2 =
∫

∆ne(s)2WI(s)ds. (17.4)

Here,∆ne(s) are the small-scale density variation values at distances along
the LOS. The density values along the LOS are nota priori known, but we
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Figure 17.1. Normalized weighting functions for Cambridge and Nagoya interplanetary scin-
tillation (IPS).

assume that the small-scale variations scale with a power law of heliospheric
density,

∆ne = ACRPWRnPWN
e , (17.5)

whereAC is a proportionality constant,PWR is a power of the radial falloff
(Asaiet al.1998) andPWN is the power of the density. In the present analysis,
we have determined values ofPWR andPWN that best fit the data over the
interval chosen. For instance, for the time period presented for the Nagoya-
observed Bastille-Day CME,AC is set equal to 1 and the two powersPWR and
PWN are−3.5 and 0.7, respectively, to best fitin-situ density over a ten-day
time interval centered on the time the Bastille-Day CME reaches Earth. These
constants depend to some extent on the model used as the meang-level response
of a source with elongation at various frequencies. Other similar constants
are used to fit thein-situ data for the 80 MHz Cambridge scintillation-level
measurements for given time intervals.

Generally, valid IPS velocity data from the Nagoya scintillation arrays are
available from the same radio sources as observed in scintillation level each
day. IPS velocities are based on observations from up to four scintillation arrays
operated from STELab, Japan and have been available since 1985. To use these
data our tomography program assumes that the LOS IPS velocity follows a
similar LOS weighting relationship to that of the intensity scintillation found
for the STELab data, and the powersPWR andPWN are assumed the same
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for the STELab velocity measurements. When STELab velocity and Cambridge
g-level data are used, the constantsPWR andPWN are assumed from data
observed at other times for velocity and fit for the Cambridge data for that
time interval forg-level. We approximate the velocity observed at Earth as in
Jacksonet al. 1998 (see Kojimaet al. 1998, for a more complete formulation
and validity tests) as the weighted integral,

V =
∫

V⊥(s)∆ne(s)2WN (s)ds∫
∆ne(s)2WN (s)ds

, (17.6)

whereV⊥(s) is the component of the solar wind velocity perpendicular to
the LOS. The quantity∆ne(s) is the small-scale electron density variation at
distances along the LOS as determined by the level of intensity scintillation,
and the weighting factorWN for the STELab arrays is indicated.

There is extensive editing of the IPS data using a variety of techniques before
it is used in the tomographic analysis. The Cambridge, England 80 MHz source
observations are in weak scattering beyond about 30◦ elongation and are not
used in the analysis at distances closer than this. For theseg-level data there was
considerable attention paid to the removal of ionospheric scintillation, and at
UCSD this resulted in the elimination of all data at greater than 80◦ elongation
since ionospheric scintillation at a single radio site at this radio frequency is
difficult to detect in the scintillation-level data automatically. Further, solar
radio noise was sometimes detected as a band of higher noise at a single time
in Cambridge data. When this noise level was suspected, the data for the
entire time was eliminated. In all about 10% of the data between 30◦ and 80◦
elongation was eliminated for these reasons in the Cambridge data. Even more
extensive editing procedures, developed and refined over many years of data
taking at STELab, have been largely computerized so that man-made, solar,
ionospheric scintillation, and other natural (i.e., lightening) noise sources are
removed as completely as possible from the final data set. At UCSD we use
the data from STELab velocities andg-level from elongations only greater than
11.5◦ to insure that the radio source lines of sight are in the weak scattering
regime. Currently, scintillation-level data are available from three radio arrays,
at Kiso, Fuji, and Sugadaira stations in Japan. At UCSD we analyze all three of
these data sources forg-level as above, and then choose the lowest of the three
g-level values for use in the tomography analysis if measurements exist for the
same source from the three stations.

2.2 Helios spacecraft Thomson scattering measurements

TheHeliosspacecraft, launched in December 1974 (Helios1) and January
1976 (Helios2), each contained three zodiacal-light photometers which were
originally intended to measure the distribution of dust in the interplanetary
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medium between the Sun and the Earth (Leinertet al. 1975, Leinert, Link &
Salm 1981). However, these photometers also measured brightness variations
produced by Thomson scattering from large-scale structures in the interplane-
tary electron density. The three photometers were fixed on the spacecraft and
rotated at its 1 s spin period on an axis perpendicular to the plane of the ecliptic;
they pointed16◦, 31◦ and90◦ south (Helios1) or north (Helios2) of the ecliptic
plane. Data from the16◦ and31◦ photometers were binned into 32 longitude
sectors at constant ecliptic latitude around the sky. The data were integrated
over 8.6-min periods in turn from each of the three photometers, through a set
of broad-band ultraviolet, blue, and visual light filters and a set of one clear
and three polarizing filters, with a time interval of about five hours between the
same combination of color and polarization filters. AllHeliosphotometer data
are available from the National Space Science Data Center (NSSDC).

Richter, Leinert & Planck (1982) first described use of these data to follow
plasma ejections detected by Thomson scattering out to90◦ solar elongation.
Since then Jackson & Leinert (1985) and Jackson (1985) used these data to
study characteristics of mass ejections and trace their motion outward from the
Sun into the anti-solar hemisphere (Figure 17.2). Jackson (1991) also used
these data to study the longer-lasting corotating regions in the solar wind. The
Helios spacecraft orbited the Sun with 6-month periods from 0.3 to 1 AU,
and its photometers viewed heliospheric structures from a non-Earth location.
Interpretation of these observations must take this non-Earth viewpoint into
account to match observed brightness to heliospheric structure.

LOS Thomson-scattering brightness for a column of electrons follows the
relationship,

B =
∫

ne(s)WT (s)ds, (17.7)

wherene(s) is the electron density percm−3, at distances in cm, along the
LOS;WT (s), the scattered intensity per electron, serves as a brightness “weight
factor” for the density. For the large distances from the Sun viewed by theHelios
photometers,

WT (s) =
1
2
σFs

(r0

r

)2
(2− sin2 χ), (17.8)

whereσ is the Thomson-scattering cross section,Fs is the flux received from
the solar disk at a distancer0, r is the distance of the electron from the Sun, and
χ is the angle between the incident solar radiation and the direction of scattering
(Billings 1966). To evaluate (17.8) bothr andχ are determined as functions
of the distanceR of the observer from the Sun, elongationε of the LOS, and
distances along the LOS. UsingR, ε ands as independent variablesWT scales
asR−2. For a fixedR andε the functionWT has a maximum ats = R cos ε,
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Figure 17.2. Contour plot images obtained from theHeliosphotometers of the 1979 May 07
CME on May 08 and May 09 at the times indicated. In the top two images the Sun is centered
and90◦ marked as the outer semi-circle above the ecliptic plane (represented by the horizontal
line). Electron density is plotted in contour levels of3×1014 e− cm−2 The position of the Earth
is marked as⊕ near east90◦ Positions of the sector centers are marked by dots. The bottom two
images view directly away from the Sun and are contoured in levels of1014 e− cm−2.

and is symmetric around this point. Forε < 90◦ the maximum is at the point of
closest approach of the LOS to the Sun. Figure 17.3 shows the weight function
at ε = 16◦, 31◦ and90◦ for R = 1 AU.

Helios photometer brightness data are usually specified in S10 units, the
brightness within one square degree of sky scaled to the equivalent brightness
of a tenth-magnitude solar-type star. Expressing (17.7) and (17.8) in S10 units
requires that the fluxFs received from the Sun (17.8) also be specified in S10
units:

1
2
σFs =

1
2
σ(∆Γ/Ωs)10(10−m)/2.5, (17.9)

where∆Γ = 3.046 × 10−4 is the solid angle in steradians subtended by one
square degree, andΩs andm are the solid angle and apparent magnitude of
the Sun, respectively. These quantities, at 1 AU arem = −26.73, Ωs =
6.800× 10−5 (Allen 1964) and thus,

1
2
σFs = 8.76× 10−11cm2S10. (17.10)
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Figure 17.3. Thomson-scattering weight functionW from equation (17.8) as a function of
distances along the LOS for the elongations given. The observer is assumed to be atR = 1 AU
from the Sun.

The data from theHeliosphotometers is brightness time-series information
in heliocentric coordinates mapped relative to the Sun. These time series (see
next section) have had a zodiacal light model (Leinert, Link & Salm 1981)
removed and stellar signals eliminated. To further refine these time series for
use with the tomography, we remove an 8-day running mean. This filter removes
a portion of the low-frequency response not otherwise accounted for. At this
level, theHelios systems act as differential photometers for high-frequency
heliospheric signals. In addition, the final time series is searched for “glitches.”
These generally appear as spikes in the data that are more prominent above the
background in the direction opposite the Sun. These spikes are often correlated
with high-energy particle flux observed in theHeliosparticle detectors (Jackson
& Hick 2002). When these spikes are detected in the photometer data, the whole
period of time from theHeliosphotometers is considered suspect and eliminated
from consideration even though the high-energy particle spike is not prominent
in the photometer observations nearer the Sun. Although Thomson scattering
observations are valid to nearly photospheric heights, theHelios photometer
observations get no closer than 15◦ from the Sun, and from the innermost orbital
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position of theHeliosspacecraft (0.3 AU) this amounts to a closest approach
distance of∼17 R¯.

Because the heliospheric time series signal is inseparable from the very bright
zodiacal light component except by its rapid (<∼ 8-day) variation over time, the
tomographic analysis must deal with the fact that there is a steady background
Thomson-scattering signal component as well as the time-varying one. Sev-
eral techniques have been devised to include an estimate of this signal in our
Thomson-scattering analysis. One of the first methods was to simply analyze
the variations relative to the mean datum formed by the running 8-day average
(Jackson & Hick, 2000; 2002). After the 3-D analysis was complete, a small
additionalr2 density was added to the data to provide a total density at 1 AU
commensurate with the mean value for that time interval at Earth. In the current
tomographic analysis shown here, an additionalr−P density with a constant
value at 1 AU is added to the model data prior to the tomographic analysis.
The sum of the modeled background brightness and the variable component
above the mean datum are now compared with total modeled brightness from
the three-dimensional model. TheHeliosspacecraft densities (rather than those
at Earth) are now also compared over the time interval in question with the den-
sities derived by our model in order to provide a best interval fit to the value
of P and the density at 1 AU. For the period of time during May 1979,P was
found to be 2.07 with a density at 1 AU of 7.0 e− cm−2. For a less active time in
1977 (Carrington rotation 1653)P was found to be∼ 2.10 with a 1 AU value of
8.5 e− cm−2. The different techniques used in background density fitting make
little difference in the location of the heliospheric structures reconstructed, but
they do somewhat change the overall density.

3. Model and Tomographic Analysis

The heliospheric model in our analysis and the iterative procedure that pro-
vides the three-dimensional results are explained more thoroughly in Jackson
et al.(1998). The UCSD tomography program currently applies corrections to
a kinematic model, modifying the model until there is a least squares best fit
match with the observations. The solar wind model provides two parameters
to fit in three dimensions: the radial outward solar wind velocity and the so-
lar wind density as described previously. Density rather than the small-scale
density variations are used in the IPS analyses and propagated outward in the
UCSD kinematic model, and thus density is related to density variation as in
(17.5), to be used in the LOS integral. IPS velocity is related to its perpen-
dicular component, as in (17.6), and used in the LOS integral as well. In the
Thomson-scattering case, density is related to brightness directly in (17.7) and
used in the LOS integral.
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3.1 Solar wind model

The solar wind is currently mapped from a source surface at the lower bound-
ary of the model by projecting it radially outward from below the lowest lines
of sight (unlike the UCSD model described in Jacksonet al.(1998), where this
surface was at 0.3 AU). Consistent approximately within-situ spacecraft ob-
servations (Hundhausen 1970), the solar wind motion is assumed to be strictly
radial, and thus, for example, faster solar wind catches up with slower wind
that is flowing along its Archimedean spiral. The resultant solar wind speed
is then continued after merging by assuming mass flux conservation of the
plasma within the latitudinal band resolved by the model. At each heliocen-
tric distance and especially at the source surface, the velocity structure of the
model is smoothed so that some information from neighboring latitudes and
longitudes is retained. The smoothing incorporates adjacent pixels in the map
using a gaussian filter weighted according to the angular distance of the adjacent
resolution elements at the same heliocentric distance. Since the resolution of a
rectangular Carrington coordinate map increases spatially in longitude with in-
creasing latitude, this filter is used to even the spatial resolution over the whole
of the map.

In the kinematic model described here, we either assume that the solar wind
corotates, so that for the period of observation there is no temporal variation,
or else that the source surface boundary can change over evenly spaced time
intervals. This latter time-dependent tomography allows changes of the source
surface boundary of some specified length that can be shorter than one day.
The corotation assumption allows robust tomographic convergence when the
numbers of lines of sight are small and when the data are noisy. The time-
dependent assumption requires less noisy data and more lines of sight to provide
the same spatial resolution, but essentially limits the tomographic reconstruction
to rely on outward solar wind flow to form the perspective views. For each
observed LOS at a given time, the location of the position along this line in
the model is calculated. The modelg-levels along each LOS defined by the
densities are summed using the weighting described in (17.3) or in the case
of the Thomson scattering data, by the weighting described in (17.8). These
model values are then compared with the observedg-levels, or brightness and
this comparison is used to change the model. For one solar rotation from
the Nagoya STELab data there are typically between 500 to 1000 lines of
sight that can be used to determine model density from the scintillation-level
measurements and velocity. This implies that for STELab data between 20 and
40 crossed LOS components typically input to latitude and longitude positions
each day subject to the gaussian spatial filter described earlier, and a similar
gaussian filter that combines data from one day to the next. This implies a
possibility of determining the density/g-level values for 20 to 40 latitude and
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longitude locations and a similar number of velocity locations from STELab
data each day. The Cambridge IPS lines of sight are as numerous as several
hundred per day as are the Thomson scattering data from eachHeliosspacecraft.
These greater LOS numbers can in theory provide better temporal and spatial
resolution in density.

The amount and quality of the available observations and the heliographic
coordinate resolution and temporal cadence dictate this resolution even more
strongly. For corotational IPS tomography the STELab data can be resolved
with at least 10◦ by 10◦ heliographic latitude and longitude digital resolution as
can the Thomson scattering data from theHeliosphotometers. For the UCSD
time dependent tomographic program using STELab data, 20◦ by 20◦ resolution
is used. For the Cambridge andHeliosphotometer data 10◦ by 10◦ resolution
has also been used for the time-dependent tomography. This resolution is
modified by the gaussian spatial and temporal filters that limit structure extent
in latitude, longitude and (in the case of the time-dependent tomography) height,
commensurate with the data amounts and quality. In practice it is important that
the lines of sight used to determine the value of each resolved point within the
model cross each other at different angles and from different elongations. The
regions near the Earth are those most frequently crossed by different lines of
sight while those far from it, especially over the solar poles, are not. Where the
computational aspects of the tomography differ from those given in (Jackson
et al.1998) they are discussed further in the following sub-section.

3.2 Computer analysis

As in Jacksonet al. (1998) the computational aspects of the tomography
program necessarily deal with the detailed geometry for each LOS, the location
of each within the three-dimensional solar wind model and its projection to
the heliocentric source surface. In the tomographic analysis scheme used here,
the Carrington map at a given reference surface below all of the lines of sight
provides input to the three-dimensional velocity and density model to use along
each LOS. In the corotational tomography only a single reference is provided.
In the time-dependent tomography a new reference surface is provided at evenly
spaced time intervals. A LOS projects to a given heliocentric distance at a given
time as shown for the schematic and several actual STELab IPS Carrington
map examples during the Bastille-Day CME in Figure 17.4. Lines of sight
from different elongations and different time project to each location on a given
reference surface. Each LOS projection is weighted according to the scheme
presented in the preceding sections. A model LOSg-level andV change are
calculated for each source surface, respectively. The weights of all changes are
accumulated as a ratio of observed to model value for each coordinate position
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on the reference surface. After all the changes have been accumulated, the
three dimensional model is formed with regard to these changes to allow further
iterative changes to be determined. In our analysis we presume a measurement
at one elongation is as valid as at any other, and we weight each LOS (but not
the points along them) equally. These least squares differences from the mean
for each coordinate position are summed and used, along with the differences
of the source observation, to model LOS ratio differences to indicate the rate
of convergence.

Figure 17.4. (a) Schematic of a LOS and its projection to a constant heliocentric distance here
shown as a reference surface below the LOS. The reference surface is set so that all lines of sight
are above it. The curved line below the LOS on the reference surface is the LOS projection after
taking outward solar wind motion into account. (b) and (c) Consecutive-day (2000 July 13 and
14) latitude and longitude LOS projections onto the source surface. Lines of sight are depicted
which begin near the Earth and extend outward from it for 2 AU. Different perspectives are
obtained where the lines of sight cross and as the weights of the different line segments indicate.

In the tomographic analysis used here, first the velocity corrections are made
to the more preliminary velocities on the reference surface. Secondly, the three
dimensional model is updated and the new projected locations of each LOS point
on the reference surface are determined. This is done to assure that the newest
values of velocity and density from the assumption of mass continuity are used
to determine the small-scale density variations along each LOS. Finally, the
preliminary model density corrections are made on the reference surface and
then the three dimensional model is again updated (unlike the earlier scheme
reported in Jacksonet al. (1998) where only one update of the model is made
per iteration). In order that several different perspective lines of sight produce
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changes in the modeled values, we require more than one LOS crossing within
the digital (20◦×20◦ for STELab IPS) heliographic spatial interval for changes
to be made at any given coordinate position. These LOS crossings are given by
an accumulated average of all contributions as derived from the two (space and
time) gaussian filters used. Where the sum of all contributors are less than one,
in order to obtain continuity along lines of sight, the source surface value from
known locations is interpolated from locations where the data can be changed.
Where the model cannot be changed at some location, these coordinate positions
are left blank in the final result. The reference surface maps are smoothed
on each iteration using a gaussian spatial filter that incorporates equal solar
surface areas and a gaussian temporal filter. These spatial and temporal filters
can be varied to insure convergence. Filter changes by large percentages have a
significant effect on the result. These spatial and temporal filters can be varied
to insure convergence when the data are noisy, but (for instance) were set to a
1/e width of 13.5◦ and 0.85 days, for the20◦×20◦ spatial resolution and 1-day
model digitization, respectively, during intervals shown here for the 2000 July
14 time period using STELab data.

The tomography program (written in Fortran) iterates to a solution, gener-
ally converging to a slowly changing model within several iterations. For a
typical rotation, a set of velocity and density iterations generally takes about
five minutes on a 2.4 GHz Pentium IV computer using 20◦ by 20◦ resolution
digitization. The UCSD tomography program operates for 9 iterations to be
certain the program has converged. Those source velocity observations each
day that do not fit within a3σ limit of the mean ratio change are removed
from the data set. This same criterion is also used to remove dailyg-level or
Thomson-scattering data that vary beyond the three-sigma model limit. The
program is then allowed to operate for another 9 iterations. Convergence is
monitored using techniques as described in Jacksonet al. (1998). Tests of the
program show that the model solutions are not sensitive to the starting input
model, and that after a few iterations any signature of the input model is lost.
Other tests (see Jacksonet al.1998) show that pseudo observation inputs to the
three-dimensional model can be reproduced in the tomography.

That the models reproduce the velocity andg-level data are shown in Fig-
ure 17.5 andHeliosbrightness is shown in Figure 17.6. The data points show
a sample time series of the observations for an IPS radio source in velocity and
g-level compared with the model values obtained using the UCSD kinematic
model after 18 program iterations. Except for the data from some sources that
are missing on some days, during this time interval the time series for over 50
sources were fit simultaneously in both velocity andg-level in the STELab IPS
tomography. For theHeliosThomson scattering observations, 130 sky position
photometer values obtained approximately every 5 hours (some locations and
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times are missing from this analysis) were fit simultaneously over the 48-day
time period.

Figure 17.5. Time series (a) showing a sample of the final (18th iteration) velocity and (b)
g-level model (open circles) and observations (solid lines) for a time-dependent tomographic
run for 48 days from in 2000 June-July, which includes the Bastille-Day CME event. The model
fits data from radio source 3C273 on 2000 July 14 (DOY 196). There were a total of 46 radio
sources fit in velocity and density during this time interval.

The model currently fits all sources observed in the analysis with equal
weight. Other sources within the same time interval contribute to the model
and are the main reason for the discrepancy between the specific source shown
and the model values. An idea of how well the model reproduces the global
structure can be gotten simply by correlation of the individual model values with
the data points. Figure 17.5 shows the correlation for a 48-day time series in IPS
velocity andg-level during 2000 June–July. Figure 17.6 shows the correlation
in a 48-day time series ofHeliosspacecraft photometer brightness data.

4. In-situ Comparisons

Tomographic model densities and velocities are available in three dimen-
sions and can be extrapolated to any heliocentric distance, for example to 1 AU.
At present they compare directly to the measured results from, e.g., the Ad-
vanced Composition Explorer (ACE) spacecraft near Earth (see Figure 17.7).
We smooth the ACE data into 18-hour averages, consistent with the approxi-
mate spatial resolution present from the longitudinal and temporal binning of
the time-dependent tomography data. The time series are fit by varying the two
powersPWR andPWN in (17.5) and the spatial and temporal gaussian filters
as mentioned earlier. The densities mapped to 1 AU are shown as a time series
for rotation 1965 in Figure 17.2. The correlation for rotation 1965 in model
relative to ACEin-situ values is 0.82 and 0.85 respectively for velocity and
density over the 10-day period centered on the Earth arrival time of the July 14
CME (Figure 17.7). For IMPin-situ data, fits to the corotational tomography
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Figure 17.6. Time series showing a sample of the final (18th iteration) model and photometer
brightness comparison for a time-dependent tomographic run forHeliosdata in 1977 November.
The observed brightness is shown as a solid line; the model brightness as open circles. The
Helios-2 16◦ photometer observations viewing 2◦ west of the Sun-spacecraft line is shown.
November 24 is DOY 328.

model using Cambridge, England IPS data and STELab IPS velocity data are
not as good as these. See the analysis by Jacksonet al. (1998).

Tomographic time-dependent modeling of Thomson-scattering brightness
also allows measurement of changes in large-scale heliospheric density to be
extrapolated to any location in space. During times ofHelios spacecraft op-
eration the spacecraftin-situ monitors regularly measured proton density, and
by assuming that there is one electron present per proton, the daily changes in
proton density map electron density-derived brightness variation at theHelios
spacecraft. Figure 17.8 is a comparison plot of heliospheric density at theHe-
lios 2 spacecraft and the reconstructed density from only that spacecraft from
the time-dependent kinematic model extracted at the location of the spacecraft
during 1979 April and May (see next section). Thein-situ density values at
Helios2 are averaged using an 18-hour filter in order that they have the same
approximate temporal resolution as the10◦ × 10◦ latitude and longitude daily
spatial model. The only adjustments that are allowed in the density tomography
model used to fitin-situ measurements are changes in the gaussian temporal
and spatial filters used to reconstruct the data and an adjustment of the back-
ground non-varying heliospheric density component. Even better correlations
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Figure 17.7. Rotation 1965. (a) 10-day velocity time series from the three dimensional time-
dependent model projected to 1 AU compared to the velocity time series from the ACE spacecraft
(dashed line) and its correlation. (b) Model and ACE density correlation.

are possible between model andin-situ density (Jackson, Buffington & Hick
2001) when bothHeliosspacecraft are used to reconstruct the three-dimensional
density.

Once a three-dimensional result is available, it can be viewed from any
perspective or extrapolated to any position in space with the most accurate values
present presumably where data coverage is most complete with the greatest
signal relative to the many sources of observational noise. These tomographic
reconstructions are shown as Carrington plots at a given height and as remote-
observer views in the next section.
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Figure 17.8. Comparison plot of heliospheric densities at theHelios 2 spacecraft and least
squares correlation.

4.1 Reconstructed global observations

The fits to in-situ observations only guarantee that the three-dimensional
model constructed remotely by the IPS and Thomson scattering analysis over
a large portion of the heliosphere agrees within-situ data near Earth or, when
observations exist, at theHelios spacecraft. However, we can also view the
reconstructed time-dependent model shapes for these events and see if they
match remotely sensed data from other instruments including coronagraph ob-
servations obtained closer to the Sun.
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The first IPS data used in the corotating and time-dependent tomography were
combinations of Cambridge, England and STELab IPS velocity data. These
data form the basis for the analyses shown in Figure 17.9a (from Jacksonet al.
1998). The same time interval from Carrington rotation 1884 during the year
1994 is reconstructed in both of these analyses. In the corotational analyses,
which assumes an unchanging source surface with time, there are clear dis-
crepancies (see Jacksonet al.1998) that could be better dealt with if the model
were allowed to evolve with time. Indeed, when the time-dependent tomog-
raphy began to work, both corotating structures and CMEs (see Figure 17.9b)
were observed in the models. Unfortunately, during these time periods no
space-based coronagraph was operating to certify the CME shapes in the lower
corona. It wasn’t until after the Cambridge array was closed in 1994 September
that the LASCO coronagraphs on SOHO began operation.

Figure 17.9. (a) View of the corotating component of the plasma density in the inner heliosphere
(out to 1.5 AU) derived by tomographic reconstruction from IPS intensity level data (Cambridge,
UK) and IPS velocity data (Nagoya, Japan) for Carrington rotation 1884 (1994 June 23 to July
20). The density is normalized by the removal of ar−2 distance dependence. The Sun is at
the center; the Earth is marked in blue in its orbit around the Sun. The view is from 15◦ above
the plane of the solar equator. The scintillation intensity level is calibrated in terms of density
by comparison with IMP spacecraft densities at Earth. Clearly seen is the Archimedean spiral
structure of the solar wind (as presented in Jacksonet al.1998). (b) A three dimensional model
projection of the heliosphere from an observer’s perspective situated at 3 AU, 30◦ above the
ecliptic opposite the position of Earth on 1994 July 07. As in (a), density is normalized by the
removal of anr−2 distance dependence. A solar ejection is observed moving outward to the
west of the Sun as seen from Earth.

The STELab IPS observations are available during periods when the LASCO
coronagraphs operate, and at the best of times the 40 or so sources per day that
these radio telescopes observe are sufficient to reconstruct a global model daily
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using the time-dependent tomography. Figure 17.10a shows a LASCO C2
coronagraph image of the July 11 halo CME compared with a remote observer
view of the modeled tomographic density as the CME is about to reach 1 AU.
The reconstruction shows that this CME moves mostly to the east and north of
the Earth as also indicated in the coronagraph image. Similarly, Figure 17.10b
shows the Bastille-Day CME compared with a remote observer view of the
reconstructed density as the CME is about to hit Earth. Given the expanse of
heliosphere that the CMEs have traversed to reach 1 AU, the comparisons with
LASCO near-Sun observations are excellent. The results of the present three-
dimensional reconstruction are in good agreement for the Bastille-Day CME
with an alternate reconstruction analysis by Tokumaruet al. (2003).

TheHeliosThomson scattering time-dependent tomography also gives ex-
cellent agreement with Solwind coronagraph observations in 1979 where these
two sets of data exist simultaneously. The major structure observed in Fig-
ure 17.11a is a coronal mass ejection that was observed by the Solwind coro-
nagraph (Polandet al. 1981) to arise from the Sun to the solar northwest at
midday 1979 May 07. This well-studied CME (Jackson & Leinert 1985; Jack-
son 1985; Jackson, Rompolt & Svestka 1988; Jackson & Froehling 1995) was
termed “three-pronged” by the Solwind coronagraph group. At the time of
Figure 17.11b, the front portion of the CME is estimated to have a solar dis-
tance of at least 1.0 AU (Jackson, Rompolt & Svestka 1988). This compares
with the shape of the outer portion of this CME obtained by the two-spacecraft
tomographic reconstruction technique (Jackson & Froehling 1995). This is the
same time period in 1979 May as shown in thein-situ data comparison in the
last section. In both 3D reconstruction techniques, the northern portion of the
CME is directed away from Earth and northerly while the southern feature is
directed primarily northwest of the Sun-Earth line. The 1979 time period during
Carrington rotation 1681 is at the extreme maximum of CME activity for Solar
Cycle 21. Far more CMEs can be observed throughout this period and related
to CMEs observed by the Solwind coronagraph, and some of these CMEs and
CME sequences are far more extensive than the single isolated May 07 CME.
In particular this is the case with a CME that erupted from the Sun on 1979
May 25 that has also been reconstructed by both the two spacecraft (Jackson &
Hick, 1994) and single spacecraft reconstruction techniques.

Although no coronagraph data exist during the period in 1977 November
shown in Figure 17.12a, the period has been well studied usingin-situdata from
5 different spacecraft (Burlagaet al.1980). Figure 17.12b is a remote observer
view of theHeliosdata at this same time period. TheHeliosphotometer time-
dependent tomographic model density satisfactorily depicts both the corotating
structure and the assumed CME piston that were studied and postulated using
in-situ observations.



Three-Dimensional Tomography Of Interplanetary Disturbances 377

Figure 17.10. LASCO C2 images and a view of the reconstruction of the halo CMEs in 2000
July with Ne > 30 e− cm−3 normalized to 1 AU shown. Views (left to right) are3◦ across
from 1 AU; 55◦ across from 3 AU,30◦ above the ecliptic plane45◦ west of the Sun-Earth line.
(a) 2000 July 11 CME in LASCO reconstructed July 13 at 12 UT. (b) July 14 CME in LASCO
reconstructed July 16 at 0 UT.

More precise measurement of these global models is possible by forming
a Carrington map surface at a constant solar height and providing a contour
plot of the model at this height. Figure 17.13 shows two Carrington contour
maps of velocity and two of density during the July 11–14 CME sequence from
the time-dependent tomography model. The heights and times chosen show
the model density when the front portions of the disturbances reach 1 AU at
12 UT on 2000 July 13 and at 0 UT 2000 July 16. Velocities are shown at
these same times at a solar distance of 0.3 AU. We have purposely chosen
these times to demonstrate one aspect of the observations—namely that both of
the reconstructed disturbances show a high velocity region centered below the
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Figure 17.11. (a) Solwind coronagraph image of the May 7 CME observed at the time in-
dicated. The coronagraph outer field of view extends to 8R¯. (b) Remote observer view of
heliospheric density at the time indicated. Anr−2.07 density gradient fit to the observations over
the Carrington rotation 1681 interval has been removed from the kinematic model ambient (fit
from Helios2 in-situmeasurements at 7.0 e− cm−3 at 1 AU), and to the reconstructed structures
to aid in viewing them. The observer is located at 3.0 AU30◦ above the ecliptic plane∼ 45◦

west of the Sun-Earth line.

Figure 17.12. 1977 Nov 24 reconstruction at 6 UT. (a) usingin-situobservations from 5 space-
craft (Burlagaet al.1980). (b) Using the IPS time-dependent Thomson scattering tomography.

disturbance and filling in below the disturbance with a following high-speed
wind. The high speed wind fills in behind the CME at ever increasing longitude
consistent with a source region that temporarily rotates with the solar surface.
This region is larger and higher-speed in the case of the July 14 event. These
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high velocity plumes were first noticed in the time-dependent tomographic
analyses, and are either associated with the transient coronal holes studied by
others (e.g., Rust, 1983) as a dimming in Yohkoh spacecraft X-ray or EIT data
or else are associated with reconnection following a CME (Rileyet al.2002), or
both. Each high velocity plume has some structure, is generally small compared
with the size of the major disturbance that proceeds it into the heliosphere, and
appears following most CME disturbances viewed to date with the approximate
location and orientation of the solar surface dimming following a CME. In any
case these transient high velocity plumes are uniquely present for study only in
the velocity IPS time-dependent tomography.

Figure 17.13. Carrington synoptic maps of time periods during the two halo CMEs in 2000
July. Density maps and are presented at 1.0 AU, velocity maps are presented at 0.3 AU for
the same time interval for each event. The Earth⊕ is centered in each 1.0 AU density map.
Both reconstructions are at the same time as the remote observer views in Figure 17.10. The
(a) density and (c) velocity maps of the 2000 July 11 CME are shown on July 13 at 12 UT. The
CME density is centered at latitude270◦ longitude20◦N latitude in the maps. The high speed
velocity beneath the CME is centered at320◦ longitude at the same latitude. The (b) density and
(d) velocity maps of the 2000 July 14 CME are shown on July 16 at 0 UT. The CME density
is centered at latitude330◦ longitude0◦ latitude. The high speed velocity beneath the CME is
centered at360◦ longitude and30◦ N latitude.

For theHeliosspacecraft photometer volume for the CME of 1979 May 07
we show a Carrington map on 12 UT 1979 May 10 in Figure 17.14 at the same
time as the reconstruction remote view of Figure 17.11. Polandet al. (1981)
estimate that this CME had an excess mass of1016 g assuming that its entire
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excess mass was located in the plane of the sky observed by Solwind. The CME
underwent considerable evolution by the time it reached theHelios viewing
position, expanding both outward and in north-south size. By summing over
time and space in the 3D matrix using the current tomographic reconstruction,
this CME is estimated to have an excess mass of∼4×1016 g at 1.0 AU. If
the total CME mass above zero within the CME volume is included, the CME
mass is estimated to be∼1×1017 g and the CME takes from 18 UT 1979 May
09 to 18 UT May 13 to completely pass 1 AU! This compares with values
of 6×1015 g and9×1015 g respectively for the outer portion of this CME
obtained by the two-spacecraft tomographic reconstruction technique (Jackson
& Froehling 1995).

Figure 17.14. Carrington synoptic map of the heliospheric structure at 1.0 AU on 12 UT 1979
May 10. At this time theHelios2 spacecraft issin 90◦ west of Earth in heliographic longitude
(centered as indicated) at a solar distance of 0.3 AU. The Earth⊕ is shown to the left near 180◦

in the 1.0 AU density map.

The time interval depicted on 6 UT 1977 November 24 in Figure 17.12 is
shown as a Carrington synoptic map at 0.6 AU slightly following that time at
12 UT 1977 November 25 in Figure 17.15. A shock observedin situ atHelios
was observed to pass both spacecraft about one day earlier than the time of
this synoptic map. The density enhancement reconstructed in the tomographic
model in this synoptic map is approximately consistent in location with the
in-situ enhancment observed following the shock front.
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Figure 17.15. Carrington synoptic map of the heliospheric structure at 0.6 AU on 12 UT 1977
November 25. The positions of the twoHeliosspacecraft at 0.69 (Helios1) and 0.64 AU (Helios
2) are indicated on the full map that shows that the primary dense structure at this time in the
ascending phase of the solar cycle is centered around the solar equator. An enlargement at
the right of the center of the map shows a ring-like structure that is approximately 40◦ in size,
centered between the twoHeliosspacecraft.

5. Conclusion

The tomographic analysis handles density both nearby and distant from the
spacecraft as accurately as the modeling and data precision allows. From
comparison within-situ data at Earth, and at theHelios spacecraft the time-
dependent tomographic analysis (Jackson, Buffington, & Hick, 2001; Jackson
et al. 2003) gives superior results to the previous corotating analyses (Jack-
sonet al. 1998; Kojimaet al. 1998), but only when the data are precise and
quantitative enough to warrant the necessary degradation in spatial resolution
needed to insure convergence. We reconstruct as complete as possible a global
three-dimensional model in order to obtain a good fit to observations at Earth,
even though these global models amount to only a few tens of lines of sight per
day. In real-time analysis, data dropouts and noise make the task of forecasting
CME arrival using this technique with the present STELab arrays even more
problematic.

In fact, we operate these two tomographic reconstruction techniques in near
real time and regularly present some of the images shown here using IPS obser-
vations from STELab, Japan. Since 2002 July, when the IPS array telescopes
are operating they have been able to view all the major CMEs observed by the
LASCO coronagraphs (Rappoport, Hick & Jackson 2003), and the tomogra-
phy can determine their approximate three-dimensional extents as they move
outward into the heliosphere. However, we expect that only when new and
bigger IPS systems are available will the IPS technique provide a more refined
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tomographic analysis to accurately forecast CME arrival to within a few hours.
Other large array systems at different Earth longitudes will also be helpful,
since coverage using a single IPS array system can obviously only view helio-
spheric structures heading towards the Earth when it can view sources near the
Sun. At any one Earth longitude this observation period is limited to within a
few hours of local noon. The Solar Mass Ejection Imager (SMEI) (Jackson,
et al. 1989; 1992; 1996; Jackson, Gold & Altrock 1991; Keilet al. 1996ab;
Jacksonet al.1997a; Eyleset al.2003; Jacksonet al.2004) will theoretically
be able to reconstruct density over the entire heliosphere with approximately
1◦× 1◦ heliospheric latitude-longitude spatial resolution and a 90-minute tem-
poral cadence. Near the Earth the SMEI data, with updates every 100 minute
orbit, can revise a real time density estimate forecast at Earth so that accuracy at
Earth’s position can be maintained. However, the SMEI analyses alone cannot
completely determine the velocities required to complete a global solar wind
model and only velocity information such as available from the IPS velocity
measurements can do this in order to help complete the SMEI far-field view.

Thus, we expect that by using SMEI analyses alone the structures near the
Earth can be more accurately reconstructed in density than can those more dis-
tant from it. Other spacecraft instruments such as those on board STEREO may
operate during the same times as SMEI. If so these other instruments may help
fill in heliospheric region density not observed well from the SMEI spacecraft
or from ground-based IPS observations and provide far more information about
plasma structures in regions of the heliosphere distant from Earth.

The kinematic model currently fit by the tomography can be improved signif-
icantly by using a technique whereby the boundary condition (source surface)
for a 3D-MHD model is adjusted to give a best fit to the three-dimensional
tomographic analysis. One such attempt has been pioneered for corotating to-
mography by Hayashiet al.(2003). We have our own procedure to incorporate
any heliospheric MHD model into our analysis, but these are not needed for
forecast purposes until global data become more numerous and precise.
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