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ABSTRACT
We present the first dedicated observations of Interplanetary Scintillation (IPS) with the
Murchison Widefield Array. We have developed a synthesis imaging technique, tailored to
the properties of modern ‘large-N’ low-frequency radio telescopes. This allows us to image
the variability on IPS time-scales across 900 deg2 simultaneously. We show that for our
observations, a sampling rate of just 2 Hz is sufficient to resolve the IPS signature of most
sources. We develop tests to ensure that IPS variability is separated from ionospheric or
instrumental variability. We validate our results by comparison with existing catalogues of IPS
sources, and near-contemporaneous observations by other IPS facilities. Using just 5 min of
data, we produce catalogues at both 79 and 158 MHz, each containing over 350 scintillating
sources. At the field centre, we detect approximately one scintillating source per square degree,
with a minimum scintillating flux density at 158 MHz of 110 mJy, corresponding to a compact
flux density of approximately 400 mJy. Each of these sources is a known radio source, however
only a minority were previously known to contain sub-arcsecond components. We discuss our
findings and the prospects they hold for future astrophysical and heliospheric studies.

Key words: scattering – techniques: high angular resolution – techniques: image processing –
techniques: interferometric – Sun: heliosphere – radio continuum: galaxies.

1 IN T RO D U C T I O N

Interplanetary Scintillation (IPS) is the phenomenon of brightness
fluctuations in radio sources on ∼1 s time-scales due to scintillation
induced by the turbulent solar wind plasma. It was discovered by
Clarke (1964) who identified that only compact (<2 arcsec) sources
showed these rapid scintillations. Given that her observations also
implied turbulent scales of 1 km or more, this meant that the scat-
tering screen must be much more distant than the ionosphere (the
solar corona was noted as a plausible candidate).

Hewish, Scott & Wills (1964) realized the enormous astrophysi-
cal utility of a technique that can be used to identify radio sources
that have sub-arcsecond components, at a time before radio in-
terferometers had sufficient resolution (Allen et al. 1962; Hazard
et al. 2015). This motivated the construction of the Cambridge
IPS array, consisting of a large phased array with beams along the
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meridian, allowing the sky to be surveyed once a day at high time
resolution. Most famously this instrument was used by Jocelyn Bell
to discover pulsars (Hewish et al. 1968). However, it continued to
be used for IPS for many decades, with almost 2000 IPS sources
catalogued (Purvis et al. 1987).

Soon after the discovery of IPS, radio interferometry reached
sub-arcsecond resolution (Anderson et al. 1965), and by the end of
the 1960s, very long baseline interferometry (VLBI) observations
had achieved milliarcsecond resolution (Alef 2004). These advances
were followed later by radio interferometers which had full-imaging
capabilities at gigahertz (GHz) frequencies, where arcsecond reso-
lution can be achieved with shorter baselines, and the effects of the
ionosphere are reduced. By the mid-1990s, it became computation-
ally feasible to perform all-sky surveys with these interferometers.
Most notably NVSS in the North (Condon et al. 1998) and SUMSS
in the South (Bock, Large & Sadler 1999).

From the 1970s onward, heliospheric physics, rather than as-
trophysics, was the main driver for observations of IPS (e.g.
Coles 1978). Higher frequencies and multisite observations
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allowed solar wind velocities and turbulence characteristics to be
probed in regions where in situ measurements had not yet been
made: out of the ecliptic (Dennison & Hewish 1967; Coles &
Rickett 1976), or close to the Sun (e.g. Ekers & Little 1971). Reg-
ular observations are currently conducted by a number of observa-
tories, including the three-station ISEE array in Japan (Tokumaru
et al. 2011), Ooty in India (Manoharan & Ananthakrishnan 1990),
and, more recently, MexART in Mexico (Mejia-Ambriz et al. 2010).
These instruments (with the exception of Ooty), are dedicated to,
IPS observations of ∼10–100 sources per day, which can then be
used to reconstruct the 3D structure of the solar wind (Jackson
et al. 1998).1

More recently, interest in low-frequency radio astronomy has
been rekindled by Epoch of Reionization studies. This has moti-
vated the construction of a new generation of radio telescopes in-
cluding the Murchison Widefield Array (MWA; Tingay et al. 2013),
the LOw Frequency ARray (LOFAR; van Haarlem et al. 2013),
and the Long Wavelength Array ( Ellingson et al. 2013). These
instruments have been used for a range of science goals. In partic-
ular, there has been a proliferation of all-sky surveys with these
new instruments including the MWA GLEAM Survey (Wayth
et al. 2015; Hurley-Walker et al. 2017), and MSSS with LOFAR
(Heald et al. 2015), as well as the alternative data release of the
TGSS, conducted with the GMRT (Intema et al. 2017), and a re-
dux (Lane et al. 2014) of VLSS (Cohen et al. 2007) conducted
with the VLA. In addition, IPS has already been detected and stud-
ied with both LOFAR (Fallows et al. 2013, 2016) and the MWA
(Kaplan et al. 2015).

This latest generation of ‘Large-N’ arrays (Lonsdale et al. 2009)
have two properties which make them outstanding instruments for
IPS studies. The large number of array elements means that the
instantaneous imaging fidelity is excellent. Furthermore, since the
individual elements are small, the field of view of the instrument is
very large.

In this paper, we introduce a novel method of making IPS mea-
surements which makes use of these key properties of current and
planned large-N arrays. We show that it is possible to make IPS mea-
surements simultaneously across the full field of view, allowing a
census to be made of all compact emission across a wide area. More-
over, we re-introduce IPS as a powerful astrophysical tool which
provides a practical method for determining the arcsecond-scale
structure of all sources across a large fraction of the sky, without
the need for very long baselines and the calibration challenges they
entail.

The article is laid out as follows: in Section 2, we review the
methods by which a time series of flux density measurements can
be obtained using an array. We describe the power spectrum of
an IPS signal and introduce the technique of variability imaging.
In Section 3, we describe our observations and the data reduction
process. In Section 4, we describe the construction of a catalogue
of scintillating sources from our observations, and in Section 5, we
discuss the implications of these findings for future heliospheric and
astrophysical research. In the second paper of this series (Chhetri
et al. 2017), IPS measurements with the MWA are synthesized with
spectral information from GLEAM, and other radio and gamma-ray
surveys to understand the astrophysical nature of the low-frequency
compact source population.

1 Daily maps of these reconstructions are produced, along with forecasts for
the Earth’s location. See http://ips.ucsd.edu/

2 M E T H O D S

2.1 High time resolution flux density measurements

A number of approaches can be taken to convert the voltages mea-
sured by each of the N elements of an array and convert them into
flux density measurements.

2.1.1 Beamforming

One widely used approach is to sum the voltage time series from
each element with appropriate delays applied to each such that the
time series are combined in-phase for a particular point on the sky.
Once combined the time series is then squared and integrated up
to the desired time resolution. The area on the sky to which the
instrument is sensitive is now the synthesized beam of the entire
array. This approach is possible with the MWA using the voltage
capture system (Tremblay et al. 2015), and has been used in recent
IPS studies using LOFAR. The disadvantage of this approach is that
a beam must be formed for each IPS source, and for the MWA, there
could be many hundreds of sources within the field of view.

2.1.2 Correlation and synthesis imaging

Radio interferometers such as the MWA and LOFAR are primarily
designed and used as interferometers. The voltage data from each
pair of elements are correlated to form visibilities. These are then
gridded and inverted to form a 2D image of the sky, with the field
of view limited only by the response of the individual elements. In
order for this technique to be applied to IPS observation, this must
be repeated on a high enough time cadence to resolve IPS variability.
The result is an image ‘cube’ with two celestial dimensions and a
time dimension.

Such a cube could also be constructed by forming a very large
number of beams, one per pixel of the image. Indeed precisely that
approach has been taken in order to facilitate high time resolu-
tion imaging of the Sun with LOFAR (Morosan et al. 2014). How-
ever, discrete Fourier transforms can be computed highly efficiently,
which makes synthesis imaging vastly more computationally feasi-
ble for large fields. This must be balanced against the necessity to
form N × N pixels across the field of interest, only a tiny fraction
of which will contain a source above the detection limit.

Synthesis imaging has numerous advantages however. Since the
correlated power is calculated for each individual baseline, each
can be weighted appropriately. By including only cross-correlations
between antennas (zero weighting the autocorrelations), and down-
weighting the shorter baselines, the signal-to-noise ratio (S/N) of
compact sources can be boosted relative to extremely bright but
extended sources such as the quiet Sun and diffuse Galactic emis-
sion. This also reduces the impact of Radio Frequency Interference
(RFI), which is stronger in the autocorrelations and shorter base-
lines. In contrast, weighting of data in coherent beamforming can
only be done on an element-by-element basis and the power will be
dominated by Galactic emission (at least at metre wavelengths).

Imaging the full field of view allows deconvolution to be used to
improve image fidelity. For IPS studies, this means mitigating the
effect that a bright scintillator will have on neighbouring sources.

The image cube will contain time series not just for pixels contain-
ing scintillating sources, but for non-scintillating sources, as well
as off-source pixels. These can be used to give a highly detailed
picture of the noise properties of the observation (see Section 2.3).

Finally, if the a priori location of a source is wrong (for exam-
ple because the apparent location of the source has been shifted by
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Figure 1. Time series and spectra for IPS source 3C2. Red is used for low band and blue for high band. Saturated tones are used for on-source measurements
and pastel tones are used for off-source measurements from four nearby pixels. Top two panels are time series and bottom two panels show power spectra of
the time series with different resolutions.

ionospheric refraction), then the source will still be captured, and
there will be no ambiguity as to where the source centroid is, even
if this changes during the observation. IPS and ionospheric effects
may be distinguished in the image plane (see Section 4.1) Further-
more, the imaging technique is an effective way to discover new
scintillating sources, and the imaging cubes might even be used
to detect fast radio transients (indeed the IPS reported by Kaplan
et al. 2015, was discovered while searching for Fast Radio Bursts
in MWA data).

2.1.3 Correlation and non-imaging analysis of visibilities

Finally, we note that the interferometry approach does not necessar-
ily require images to be made. For example, Mitchell et al. (2008)
have developed a system capable of monitoring the location and flux
density of large numbers of sources in the visibility domain. Jordan
et al. (2017) have used this successfully for monitoring the locations
of 1000 sources with an 8 s time cadence, and similar techniques
can be used for flux density measurements of known sources on IPS
time-scales (Kaplan et al. 2015). A hybrid approach is also possible,
whereby known sources are characterized and subtracted from the
visibilities, and the residuals are imaged.

2.2 Time series analysis

The fundamental observable in IPS is a time series of flux density
measurements, preferably with sufficient time resolution to fully
resolve IPS variability. Convolved with any IPS variability are var-
ious other propagation and instrumental effects, which must be
accounted for if the IPS signal is to be accurately recovered. For-
tunately, these signals can easily be separated, since they manifest
differently and on different time-scales.

2.2.1 Forming a power spectrum

A number of methods exist for forming a power spectrum from a
regularly spaced time series. Many involve smoothing or averaging
either before or after transforming to the spectral domain. Welch’s
method (Welch 1967) is preferred in our case, since no averaging is

done, and we are interested in signals up to and including the Nyquist
frequency (1 Hz for our data). In Figs 1 and 2, we show power spectra
generated with Fast Fourier Transform (FFT) sizes of 16 (to zoom-
in on the IPS band with minimum error bars) and 144 (to show
greater resolution in the IPS band and show lower frequencies). In
both cases, we use a Hann window function to reduce sidelobes
in the power spectrum domain, and use overlapping windows to
recover signal from samples at the edge of each window. The error
bars are slightly asymmetric, since the power spectrum estimates
of Gaussian white noise are χ2 distributed (Welch 1967) and show
the 67 per cent confidence interval (i.e. approximately equivalent to
1σ ). Note that each time sample is an integration over the full 0.5
s (not an instantaneous measurement), so there is no danger of our
power spectrum being corrupted by aliased power from above the
Nyquist frequency.

2.2.2 The IPS signal

Time series and power spectra are shown in Fig. 1 for a very bright
source which shows clear IPS (3C2) and in Fig. 2 for a very bright
source which shows little or no IPS (3C18). Time series and cor-
responding power spectra for a number of nearby off-source pixels
are also shown. In the time domain, these have a mean close to
zero, and within the range 0.1–1Hz, their spectra are flat (i.e. white
noise), and agree with each other within errors.

In contrast to the data used in many IPS studies, the mean flux
density of the source is preserved as the mean of the on-source time
series. Thus, rather than arbitrarily scaling the power spectrum,
we normalize it such that the integral of the power spectrum with
respect to frequency gives the square of modulation index, m (where
m is the ratio of the rms to the mean). Note that the mean of the
time series is only one of a number of ways to determine the mean
flux density of the source, this is discussed further in Section 4.4.

The IPS signature in the range 0.1–1 Hz is well fit by an empirical
function of the form

A

1 +
(

ν
ν0

)α (1)
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Figure 2. Time series and power spectra for source which shows little or no IPS (3C18). Red is used for low band and blue for high band. Saturated tones are
used for on-source measurements and pastel tones are used for off-source measurements from four nearby pixels. Top two panels are time series and bottom
two panels show power spectra of the time series with different resolutions.

where the power asymptotically approaches A towards low fre-
quency, ν0 is the frequency of the half power point, and α is the
index of the power-law drop-off at high frequency. For the source
shown in Fig. 1, ν0 is 0.3 Hz (0.25 Hz in the lower band), and α is
approximately 4.5. This is consistent with the findings of Fallows
et al. (2013) and Tokumaru et al. (2011) at slightly higher frequen-
cies, and Kaplan et al. (2015) (see also Fallows et al. 2016) in their
investigations of night-side IPS.

At the Nyquist frequency (1 Hz), the on-source power is still
slightly above the off-source power. This means that the 0.5 s time
resolution is not quite sufficient to fully resolve the IPS variability,
however by 1 Hz the scintillating power has dropped more than
20 dB below its peak value. The vast majority of sources do not have
this S/N and so the IPS is effectively resolved. It is worth noting
that if we are generating our time series via synthesis imaging,
keeping the sampling time as long as possible will reduce number
of images that have to be made, in turn reducing the computational
cost. Since the noise can be fully characterized using the off-source
pixels, it is not necessary to preserve the high-frequency tail of the
power spectrum in order to determine the noise level. Therefore,
the sampling rate of 2 Hz is close to optimum for this data set.

2.2.3 Other sources of variability

Ionospheric scintillation differs from IPS in that it has a longer
time-scale (10 s versus 1 s), and affects sources up to a much
larger size (10 arcmin versus <1 arcsec, see Thompson, Moran &
Swenson 2001). This is considerably larger than all of the sources
in our field, so we would expect all to be affected by ionospheric
scintillation.

Variability on time-scales >10 s is clearly visible in Fig. 2,
both in the time series and the power spectrum, particularly in the
low band. However, almost all of this variability is below 0.1 Hz,
meaning that ionospheric scintillation can be filtered out almost
entirely by discarding just the lowest 10 per cent of the power spec-
trum. Some variability does remain above 0.1 Hz, however whether
this is IPS, ionospheric scintillation, or some other effect is un-
clear. In any case, it represents a variability of <1 per cent, which

would not be detectable for any but the very brightest sources. In
Section 4.1, we present further evidence in favour of this being low
level of IPS.

Spurious variability may also be caused due to the instrumental
response to bright sources across the field of view. The very large
number of elements in the MWA and their pseudo-random arrange-
ment mean that its point spread function (PSF) is exceptionally
good. However, on the very longest baselines, the synthesized aper-
ture is far from being filled, causing sidelobes around each source.
As the Earth rotates, these sidelobes rotate, sweeping over the rest
of the image, causing spurious variability. Even assuming side-
lobes have the size of the maximum spatial resolution of the MWA
(∼ 4 arcmin) and that the source is in a distant tile sidelobe (∼100◦

away), the characteristic frequency of this variability would still be
0.05 Hz. However, there is no evidence of excess power at 0.05 Hz
and below in the off-source power spectra in Figs 1 and 2, and even
if there were, the low frequency of the variability and the fact that
it affects both on- and off-source parts of the image would make it
easily separable from IPS. This effect may complicate ionospheric
scintillation studies with the MWA, though it should be quantifiable
using off-source variability.

2.3 Variability imaging

In the previous section, we set out how we can efficiently produce
a time series for every point within the field of view of the MWA.
We have also characterized IPS in the time domain, and shown how
it can be separated from other sources of variability. We now wish
to construct a summary statistic of a time series, which will allow
us to collapse the time dimension of our image cube, and produce
an image which shows the scintillating flux density for each pixel
of our image, while filtering out any non-IPS sources of variability.

2.3.1 Time-domain filtering

In order to remove non-IPS signals, it is necessary to remove vari-
ability on time-scales of >10 s. In addition, since the majority of
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IPS variability is concentrated in the lower half of our power spec-
trum, we can improve our S/N, by downweighting variability on
time-scales <1 s.

Conveniently, the low-pass Butterworth filter has precisely the
same functional form as our empirical characterization of IPS (see
equation 1). Thus, by passing our time series through a Butter-
worth bandpass filter, which attenuates variability below 0.1 Hz,
and above 0.5 Hz, we produce a time series which contains only
the desired IPS signal, along with some (white, Gaussian) system
noise.

2.3.2 The variability image

Recall that the output of our synthesis imaging process is an im-
age ‘cube’ with two spatial dimensions and a time dimension. We
can generate an image of the variability on IPS time-scales by
taking the standard deviation of the filtered time series. Since the
filtered time series has zero mean (the filtering has subtracted the
DC component), the standard deviation is equivalent to the root
mean square (rms). We term this image the ‘variability image’
to avoid confusion with images of the spatial rms of a synthesis
image.

We now determine the properties of this image. Consider the
signal-absent case (no scintillating source present) for an image
generated from time series of N points. The filtered time series
values will be drawn from a Gaussian distribution of zero mean
and standard deviation equal to the system noise of a single time
integration, at that location on the sky. Thus, for sufficiently large
N, the pixel values Px,y in the variability image will be drawn from
a Gaussian distribution of mean μ (where μ is equal to the system
noise) and standard deviation σ where

σ = μ√
N

. (2)

Any scintillating sources in the image will give rise to a pixel value
in excess of that due to the system noise. We can then identify all
scintillating sources by identifying those pixels in the variability
image where

Px,y − μ > 5σ. (3)

Both μ and σ can be estimated for any location in the image from the
distribution of the pixel values in the area of interest. It is better to
estimate σ directly from the distribution of pixel values, rather than
inferring it from equation (2), since the former will take account of
any other sources of noise.

These Gaussian statistics are very convenient, since standard
source-finding tools, such as AEGEAN (Hancock et al. 2012), which
uses a scheme very similar to the one outlined, can be used to detect
and characterize the sources in the variability image. These tools
will also fit an elliptical Gaussian to the pixel values, eliminating
any error due to pixellation, and giving a non-quantized estimate of
the location and value of the peak P in variability.

2.3.3 Deriving the scintillating flux density

P is a useful statistic for source finding, however it is not the same as
the scintillating flux density, �Sscint, which, if we assume all excess
variance is due to IPS, is given by

�Sscint =
√

P 2 − μ2. (4)

In the high S/N limit(P � μ), �Sscint ≈ P − μ, and the uncertainty
on �Sscint due to the system noise is simply σ . However, this will
not be the case for the weakest sources if N is reasonably large.

Setting a detection limit in the variability image of P − μ = 5σ ,
we find that when P − μ � μ, the weakest detectable scintillating
flux density is

�S5σ ≈ μ

√
10√
N

. (5)

In other words, the detection limit only decreases as the fourth root
of the observing time.

We take the error on the scintillating flux density due to system
noise to be

σsys (�S) =
√

(P + σ )2 − μ2 − �Sscint, (6)

neglecting the slight asymmetry in the positive and negative errors.
We must then account for the error on the measurement of the
scintillating flux density due the finite number of samples over
which we measure it. The number of independent time samples
depends on the time-scale of the IPS signal in samples, nIPS. We
add this in quadrature to σ sys(�S) so that the error on �Sscint is

σ (�S) =
√(

σsys (�S)
)2 + �S2

scint

N/nIPS
. (7)

We take nIPS to be 3 (1.5 s) in the high band and 4 (2 s) in the low
band (see Section 2.2.2).

2.3.4 Higher moments

Other summary statistics may be useful in determining the presence
and nature of IPS. As shown in Fig. 1, the power spectrum of the IPS
is almost identical for the low and high bands, however inspection
of the time series reveals differences. The fluctuations in the high
band are Gaussian in distribution and easily temporally resolved.
The Gaussian distribution of flux densities is to be expected in the
weak scintillation regime. The fluctuations in the low band are more
typical of strong scintillation, being exponential in distribution, with
sharp peaks (i.e. not temporally resolved). Higher order moments
(e.g. skew and kurtosis), should be a good discriminator of these
characteristics. However any smoothing of the time series (e.g. by
a low-pass filter) will regress the time series towards a Gaussian
distribution, and blunt these statistics.

Therefore, the summary statistics should be calculated from the
time series as follows:

(i) Calculate mean;
(ii) Apply high-pass filter;
(iii) Calculate higher order moments (skew and kurtosis);
(iv) Apply low-pass filter;
(v) Calculate rms (for variability image).

3 O BSERVATI ONS

In order to allow multifrequency IPS analysis, it was decided
to split the MWA’s 30.72 MHz of instantaneous bandwidth into
two bands, spaced approximately a factor of two apart in fre-
quency. The observing parameters for both bands are summarized in
Table 1. Within the MWA observing band, there is 15 MHz of band-
width directly below the FM broadcast band centred on 79 MHz.2

2 While RFI levels at the MWA are substantially lower than less remote sites
(Offringa et al. 2015), interference from FM stations is not unknown and
the daytime RFI environment is less well characterized than the night-time
environment.
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Table 1. Observation, correlation, and imaging parameters.

Low band High band

Central frequency 78.7 MHz 158 MHz
Bandwidth 12.8 MHz 15.36 MHz
Image centre (J2000) 00:14:43 +11:44:18 00:14:43 +11:44:18
Primary beam centre 23:48:00 −00:30:00 00:04:00 +08:15:00
Half-power beam 1150 deg2 450 deg2

Image dimensions 2048 × 2048 2400 × 2400
Pixel size 2 arcmin × 2 arcmin 1 arcmin × 1 arcmin
PSF (at image centre) 6.2 arcmin × 5.0 arcmin, PA 27◦ 3.6 arcmin × 2.7 arcmin, PA 31◦

An observing frequency of 158 MHz, double the lower band fre-
quency, is close to the centre of the MWA’s usable band and gives
a good trade-off between sensitivity, angular resolution, and field
of view.

To facilitate near simultaneous observations with the IPS array
run by ISEE (Tokumaru et al. 2011), a field was chosen centred on a
relatively northern declination, with an hour angle of approximately
20◦ to match the ISEE array meridian.

The presence of the Sun in the field makes it extremely dif-
ficult to see any other radio source. It is therefore necessary to
ensure that the Sun is very highly attenuated by the primary beam.
This is not achievable for both bands at once, since the loca-
tion of the nulls is frequency dependent. However, the quiet Sun
has a spectral index of +2.0 at metric wavelengths, whereas as-
trophysical sources have a spectral index ∼−0.7, so the bright-
ness of the Sun relative to the astrophysical sources we are ob-
serving is almost an order of magnitude greater in the higher
band. We therefore aimed to place the Sun in the null in the
high band.

Two hours of observations were taken on 2015 April 29, with
the array pointed statically at an azimuth of 31◦ and elevation 46◦.
This corresponds to a declination of +12◦. Observations ran from
00:37UTC to 02:26UTC during which time the Sun moved from
32◦ to 6◦ from the field centre. Test imaging of the data revealed
that at the very start of the observation the Sun was almost perfectly
nulled in the high band, and sufficiently attenuated in the low band
that the apparent surface brightness of the Sun was comparable with
the brightest astrophysical sources in the field (suggesting that the
Sun is attenuated to just a few per cent of its true flux density). This
first data set, consisting of 560 time steps (just under 5 min) was
chosen for further analysis.

3.1 Correlation and pre-processing

These observations were correlated online using the standard MWA
correlator (Ord et al. 2015) with the maximum time resolution avail-
able (0.5 s time resolution, 40 kHz spectral resolution). Cotter
(Offringa et al. 2015) was used to flag the data for RFI, and apply
instrumental and geometric delays to produce a set of visibilities
with the phase centre set to the pointing centre of the array. Standard
MWA calibration techniques (Hurley-Walker et al. 2014) were used
to derive a calibration solution from an observation of 3C444 taken
just before the sunrise following the IPS observations. The calibra-
tion solutions for the lower band were unsatisfactory, so a solution
was derived from an observation from the end of the night preceding
the IPS observations. Unfortunately, due to the observation having
a slightly different observing frequency, 2.56 MHz at the bottom of
the low band had to be discarded.

3.2 Standard imaging

These calibration solutions were then applied to the IPS obser-
vations, and WSCLEAN (Offringa et al. 2014) was used to make a
synthesis image for each band, using the full 5 min of observing
time, covering all of the sky where our sensitivity was at least
30 per cent that at the beam centre. The two orthogonal linear po-
larizations were imaged separately (though WSCLEAN’s joint decon-
volution scheme was used), and then combined using the primary
beam model to weight each polarization appropriately. This resulted
in fairly typical MWA snapshot images. The AEGEAN source finding
tool (Hancock et al. 2012) was used to locate ∼1000 sources above
5σ for each frequency.

3.2.1 Correcting for refractive ionospheric effects

Next, the sources detected in the standard image were matched
against the VLSSr catalogue (Lane et al. 2014). Fig. 3 shows the
offset in position between the two catalogues for each source. These
offsets are also summarized in Fig. 4. They vary across the sky due
to ionospheric structures which have been imaged and studied with
the MWA (e.g. Loi et al. 2015). Among night-time observations,
this level of structure and magnitude are quite extreme, occurring
only once in a 30-night study (Jordan et al. 2017). However, over
almost all of the field of view, the spatial variation in the offsets is
sufficiently densely sampled to be fully captured.

We exploit this spatial correlation, using a radial basis function
(RBF) to characterize this vector field: determining the offset at
any location to be the sum of all the offsets in the field, each
weighted by the distance of each source from the point of interest
to the inverse fourth power.3 This makes it possible to map any
apparent position to the true location consistent with the VLSSr
catalogue. To assess the effectiveness of this characterization, the
offset at the location of each source was determined using an RBF
which included all sources except the one in question (see Fig. 3).
This analysis suggests that the average offset of sources from their
VLSSr location drops to an arcminute or less for almost all sources.
In reality, this is an overestimate in the errors of our corrections over
most of the image, since all of the sources with an error above the
95th percentile are either close to the edge of the image or are clearly
discrepant from neighbouring sources, indicating a poor match or
a difference in morphology between VLSSr and our observations,
rather than genuine ionospheric structure. Additionally, many of our

3 For a homogeneous distribution of points weighting by distance−2 will
result in each concentric ring around the source being given equal weight.
More negative powers weight the area around the source of interest more
highly.
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IPS with the MWA I 2971

Figure 3. Plot of offsets of source apparent positions from their catalogued positions. High band is on the left and low band is on the right. For lengths of
arrows, 1◦ = 1 arcmin. Black arrows: offset between apparent source position in our standard image and catalogued position and blue arrows: position predicted
from RBF using all sources except the source in question.

sources have counterparts in VLSSr, in which case the RBF will
return the VLSSr location.

3.2.2 Absolute flux density calibration

The closest band in the GLEAM survey (Hurley-Walker et al. 2017)
was then used to set the flux density scale. Unfortunately, approxi-
mately one quadrant of our field is not included in GLEAM, however
coverage is sufficient to provide an accurate flux density scale. The
central frequencies agreed within 3 per cent so no attempt was made
to correct for this. The scaling was set by hand and the agreement
after this has been applied was within errors.

3.3 Time-series imaging

Next, each of the individual 0.5 s time integrations which make
up the 5-min observation were imaged individually, again using
WSCLEAN. Imaging parameters (pixels size and image dimensions)
were kept the same as for the standard image (see Table 1) includ-
ing imaging of both orthogonal polarizations and cleaning of each
snapshot. The image data were then re-ordered into a single file
which was structured to make it efficient to extract either a single
time series or a number of time series covering a small patch of sky
(see Appendix A2). Mean, variability, skew, and kurtosis maps were
then constructed for each frequency as described in Section 2.3.

4 R ESULTS

Figs 5 and 6 show a representative area close to the field centre as
it appears in the standard, mean, variability, and skew images. The
results are encouraging: the mean and standard image are similar,
except that the standard image is far better deconvolved (this is to be
expected since individual 0.5 s images cannot be cleaned as deeply
as an image formed from a 5-min integration). The variability image
has the expected positive bias due to system noise: around 140 mJy

in the high band, and 525 mJy in the low band. The former is compa-
rable with the 128 mJy noise level at 150 MHz predicted by Tingay
et al. (2013) for our observing parameters (including 35 per cent
sensitivity loss due to off-zenith pointing). Except close to bright
scintillators, where the rms is increased by sidelobe confusion, the
ratio of the positive bias to the (spatial) rms is just a few per cent
less than the expected

√
560 over almost all of the map, suggesting

that system noise dominates. This implies 5σ detection limits at the
centres of the fields of 100 and 375 mJy for the high and low bands,
respectively.

The variability image also contains what appear to be unresolved
sources (i.e. their morphology matches the PSF). Many of the bright-
est sources in the standard image are invisible in the variability im-
age, however all of the sources in the variability image are apparent
in the standard image, though some are <5σ . The skew maps are
much more noisy, however many sources visible in the variability
image do appear to have clear counterparts (more so in the low
band). These qualitative features are all consistent with the sources
in the variability image being those showing IPS.

4.1 Ionospheric effects in the image domain

We also produced a variability image with no time-domain filtering
in order to see the potential effects of the ionosphere on a vari-
ability image. Since ionospheric scintillation manifests on spatial
scales ∼10 arcmin, this scintillation will generally be resolved by
the MWA, with ionospheric scintillation causing distortion in the
image plane. This is illustrated in Fig. 7, which shows source 3C18
(the same source used in Fig. 2) as it appears in the standard image,
and in variability images with various time-domain filtering ap-
plied. With no filtering of ionospheric scintillation time-scales, the
source appears to break into two with an east and west components.
Inspection of images of the source made on a 10 s imaging cadence
reveal that the variability of the source is dominated by east–west
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2972 J. S. Morgan et al.

Figure 4. Left-hand panels: offsets between source positions in our image versus VLSSr (i.e. black arrows shown in Fig. 3). Right-hand panels: plot of vector
difference of black and blue arrows shown in Fig. 3. Top: high band. Bottom: low band. Mean and standard deviation are shown by location and size of solid
ellipse. PSF is shown by dashed ellipse.

movement of the source by a fraction of a beam. The variance is
therefore highest on the east and west flanks where the gradient of
the PSF is steepest.

After filtering, a weak source is still visible in the variability im-
age, however the extended morphology is now gone. If this is indeed
due to IPS from a compact component in 3C18, then this would
be consistent with higher frequency radio observations, which
show a compact core with lobes approximately 1 arcmin in extent
(Morganti, Killeen & Tadhunter 1993). The core is flat spectrum
with a flux density ∼70 mJy at 5 GHz and above (Dicken et al. 2008,
and references therein). This is somewhat less than the scintillat-
ing flux density measured. It is possible that the ionosphere is still

contributing slightly to the measured scintillating flux density, or
that hotspots in the lobes, whose alignment to the core is close to
perpendicular to the solar wind direction, are contributing to the
IPS power.

4.2 Source finding

AEGEAN was used to identify the sources (at 5σ and above) in the
variability images. It was necessary to remove a number of spurious
detections near the edge of the map (and the Sun in the case of the
low band). Some of these were artefacts on the very edge of the
map; others were aliases from just beyond the field of view, most
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IPS with the MWA I 2973

Figure 5. A representative area close to the centre of the high-band images: standard (top left), mean (top right), variability (bottom left), and skew (bottom
right). Catalogued scintillators indicated.

notably 3C48, one of the brightest IPS sources in the sky, which lies
just beyond the edge of the high-band image.

It was also necessary to filter out the sidelobes of scintillating
sources. To disambiguate these from other scintillating sources, we
exploited the fact that the scintils of each source are independent.
A ‘correlation image’ was produced for each of the brightest scin-
tillators, where each pixel value in the image was the correlation
coefficient of the time series of the source in question, and the time
series corresponding to the pixel. Sidelobes of scintillating sources
matched in both position and morphology with features in the cor-
relation images, whereas independent scintillating sources showed
no signature at all in the correlation images. This property of scin-
tillating sources means that in a variability image, unlike a standard
interferometry image, sidelobes of different sources cannot con-
structively interfere, and so the effects of sidelobe confusion are
more restricted to regions very close to the brightest scintillating
sources.

4.3 Crossmatching

Next, the source positions were corrected for ionospheric effects,
and the high- and low-band source catalogues were crossmatched
with the TGSSADR catalogue (Intema et al. 2017). Additionally, a
crossmatch was made to a dummy catalogue where the RA had been

shifted by 5◦, to assess the probability of spurious crossmatches. The
crossmatching was done using TOPCAT (Taylor 2005), and initially,
all cases where the fitted ellipse of one source overlapped with the
other were recorded. These ellipses are considerably larger than
the uncertainties in the centroid position, however, we rejected any
detections which did not have a TGSS match within 1 (high band)
or 2 arcmin (low band). For the most part, these detections without
counterparts were restricted to the very edge of the map where the
density of sources in our standard image is low and the RBF model
fails to resolve ionospheric structure (see Fig. 3). In the high band,
there are a handful of detections with no plausible counterpart,
however all but one of these are <6σ .

The above procedure should leave us with a reliable catalogue of
sources which are showing excessive variability on IPS time-scales.
All that remains is to determine that this variability is indeed IPS.
The power spectrum of each source was examined for the spec-
tral signature of IPS. All but 10 sources had a power spectrum
consistent with IPS. These 10 sources, all from the low-band im-
age, appear to be associated with sources which are extended on
arcminute scales (i.e. they are resolved by the MWA). On further
inspection, there appears to be an excess of noise of approximately
(0.15 ± 0.15) per cent of the mean flux density of a source in the
high band, and (0.5 ± 0.5) per cent of the mean flux density in the
low band. We subtract this excess from our scintillating flux density
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Figure 6. A representative area close to the centre of the low-band images: standard (top left), mean (top right), variability (bottom left), and skew (bottom
right). Catalogued scintillators indicated.

Figure 7. 3C18 in variability images. Left to right: low band, no time-domain filtering; low band, normal time-domain filtering; high band, no time-domain
filtering; and high band, normal time-domain filtering.

estimates and increase our errors to reflect the uncertainty on this
excess noise. However, this only has a significant effect on a few
sources with very low scintillation indices.

Finally, we consider those sources which had multiple matches
(77 sources in the high- and 71 in the low-band catalogues). We
compared the likelihood of all potential matches, assuming the
astrometric errors in our catalogue follow a circular Gaussian
distribution with σ given by the major axis of the uncertainty
ellipse shown in Fig. 4. Just seven sources in the high-band cat-
alogue have a plausible alternative match (p > 0.05), along with
29 in the low-band catalogue (including three sources with three

plausible crossmatches). We list these alternative crossmatches in
Tables 2 and 3.

The fact that so few sources which have many potential matches
are, in fact, ambiguous reflects the fact that after ionospheric cor-
rections, the accuracy with which we can locate our scintillating
sources far exceeds the native resolution of the array. This is further
illustrated in Fig. 8 which shows that the scintillation detection of
3C33 comes from the Southern lobe, most likely from a hotspot.

For the low-band catalogue, the best matches were then matched
with the VLSSr catalogue. Just one detection lacked a VLSSr
counterpart. The uncertainties on the VLSSr flux density were
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Table 2. High-band catalogue of scintillating sources (only the first 10 are shown). Table columns are defined as follows: (1) source name of best TGSSADR
match; (2) right ascension J2000.0 of best match; (3) declination J2000.0 of best match; (4) probability that best match is correct match; (5) source name of
second best match; (6) probability that second best match is correct match; (7) TGSSADR flux density of best match; (8) error on (7); (9) solar elongation on
date of observation; (10) scintillating flux density measured; and (11) error on (10).

name_match1 RAJ2000_match1 DEJ2000_match1 p_match1 name_match2 p_match2 S e_S Elongation dS e_dS
(deg) (deg) (Jy) (Jy) (deg) (Jy) (Jy)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

J000000.1–040243 0.0007 –04.0454 1.000 – 0.000 0.40 0.04 40 0.274 0.028
J000002.9+095705 0.0121 –09.9515 1.000 – 0.000 1.57 0.16 35 0.105 0.014
J000031.6–025143 0.1318 –02.8622 1.000 – 0.000 1.38 0.14 39 0.217 0.023
J000047.1+111429 0.1963 +11.2415 0.999 – 0.000 0.90 0.09 35 0.120 0.014
J000104.5+101928 0.2691 +10.3246 1.000 – 0.000 1.17 0.12 35 0.182 0.016
J000115.5+084638 0.3148 +08.7773 1.000 – 0.000 2.37 0.24 35 0.398 0.030
J000130.9+110140 0.3791 +11.0280 1.000 – 0.000 3.48 0.35 35 1.429 0.105
J000132.7+145608 0.3864 +14.9358 1.000 – 0.000 1.36 0.14 34 0.249 0.021
J000145.8+145806 0.4411 +14.9684 1.000 – 0.000 1.05 0.11 34 0.195 0.018

Table 3. Low-band catalogue of scintillating sources (only the first 10 are shown). Table columns are defined as follows: (1) source name of best TGSSADR
match; (2) right ascension J2000.0 of best match; (3) declination J2000.0 of best match; (4) probability that best match is correct match; (5) source name of
second best match; (6) probability that second best match is correct match; (7) source name of third best match best match; (8) probability that third best match
is correct match; (9) VLSSr flux density of best match; (10) error on (9); (11) solar elongation on date of observation; (12) scintillating flux density measured;
and (13) error on (12).

name_match1 RAJ2000_match1 DEJ2000_match1 p_ name_ p_ name_ p_ S e_S Elongation dS e_dS
(deg) (deg) match1 match2 match2 match3 match3 (Jy) (Jy) (deg) (Jy) (Jy)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

J000031.6–025143 0.1318 –02.8622 0.999 – 0.000 – 0.000 3.12 0.33 39 0.86 0.08
J000040.0–142348 0.1671 –14.3968 1.000 – 0.000 – 0.000 4.60 0.47 45 0.64 0.08
J000057.6–105431 0.2400 –10.9089 0.999 – 0.000 – 0.000 10.91 1.09 43 2.95 0.26
J000105.4–165926 0.2726 –16.9906 1.000 – 0.000 – 0.000 8.89 0.89 47 0.88 0.11
J000115.5+084638 0.3148 +08.7773 1.000 – 0.000 – 0.000 4.40 0.45 35 1.05 0.10
J000123.1–132603 0.3467 –13.4342 0.505 J000126.0-132632 0.494 – 0.000 1.94 0.21 45 0.85 0.08
J000130.9+110140 0.3791 +11.0280 1.000 – 0.000 – 0.000 5.90 0.59 35 2.03 0.18
J000132.7+145608 0.3864 +14.9358 0.997 – 0.000 – 0.000 1.83 0.20 34 0.70 0.08
J000221.7–140643 0.5906 –14.1121 0.983 – 0.000 – 0.000 5.53 0.56 45 0.69 0.08

Figure 8. 3C33 (TGSSADR J010850.9+131840 in both catalogues) as it appears in the low-band standard image, low-band variability image, high-band
standard image, high-band variability image, and in TGSS. Circles in each image indicate the location of TGSS sources. There is no ambiguity over which
component is scintillating in either band.

combined in quadrature with a fractional error of 10 per cent, as
is done for TGSS, to reflect the difficulties of maintaining a uni-
form flux density scale across the sky in low-frequency surveys (see
Intema et al. 2017, section 4.5).

4.4 Calculation of scintillation indices

We have shown that we can conduct a survey of all scintillating
sources within our field. However, in order to relate the magnitude
of IPS that we see for each of our sources to physical parameters
such as the solar wind density or the source size, we must determine
the scintillation index of each source, i.e. the ratio of scintillating
flux density to total flux density.

We note that the scintillating flux density as measured in the
variability image is a somewhat biased estimate of the scintillating

flux density. The filters which we apply to our time series will filter
out some of the IPS signal, and to some extent this will vary on
a source-by-source basis, since the IPS time-scale varies based on
source size and solar wind speed.

There are three main choices for a flux density with which to nor-
malize our measurement. We could use either the mean of the time
series, the value of the corresponding pixel in the standard image
(the synthesis image made using the full 5 min of data), or a flux
density value from VLSSr or TGSS. Using the mean would elim-
inate errors due to the primary beam and imaging effects such as
clean bias. However, the errors in the flux densities derived from the
mean image are extremely high due to sidelobe confusion. The stan-
dard image has much lower sidelobe confusion, however there may
be discrepancies due to the differing imaging processes, and there
are still many scintillating sources without a strong detection. Using
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flux densities from another catalogue will incur a potential error for
any variable source (though such sources are exceedingly rare: see
e.g. Murphy et al. 2017) The flux densities from the matched cat-
alogue do not match precisely in observing frequency (this would
incur an error of 5 per cent for a source with a spectral index of
magnitude 0.7), however these measurements have by far the lowest
noise, and are the only reasonable choice for the many scintillating
sources which are well below 5σ in the mean and standard images.
For those sources above 10σ in the mean and continuum image,
their mean flux densities agree to within 10 per cent, except for a
subset which are much weaker in VLSSr/TGSS, presumably due to
resolution effects.

Tables 2 and 3 provide the measured scintillating flux density
for each source, as well as the flux density from TGSS/VLSSr to
facilitate the calculation of the scintillation index if required.

4.5 Calculation of compact flux densities of sources

The expected scintillation index m for an unresolved source is ap-
proximately

m = 0.06λ1.0p−1.6 (8)

where λ is the wavelength in m, and p is the point of closest approach
of the line of sight to the Sun in au (the sine of the solar elongation
of the source).

This relationship has been shown to hold over a wide range
of observing frequencies and solar elongations and over the solar
cycle (Hewish & Symonds 1969; Rickett 1973; Manoharan 1993),
while the source remains in the weak scintillation regime (i.e. the
expected scintillation index is less than unity). However, solar wind
conditions along the line of sight can either reduce or increase the
scintillation index, with higher values indicative of a compact source
which is showing enhanced scintillation due to increased turbulence
along the line of sight. None the less, this relationship can be used
to convert the measurements of scintillating flux density given in
Tables 2 and 3 into estimates of compact flux density of the source.

5 D ISCUSSION

5.1 Scintillation indices

Fig. 9 shows the scintillation indices for all sources as a function
of impact factor. Also shown is the expected scintillation index
for an unresolved source, given by equation (8). The ratio of the
scintillation index to that expected is known as the g-level or g. For
an ideal point source, values of g of 0.8–1.2 are typical in relation
to large solar wind structures arising from active regions on the Sun
(Hick et al. 1995), and values of g from 0.5–2.5 are within the range
of observed values (Tappin 1986; see also Purvis et al. 1987 Fig. 4
for extensive daily data on a range of IPS sources).

For our sources, g cannot be computed, since we cannot sep-
arate the effects of solar wind and source size from a single ob-
servation. However, most of the observed scintillation indices lie
between 50 per cent and 150 per cent of that expected for an un-
resolved source under average solar wind conditions. This indi-
cates that for most sources, the source’s total flux density comes
entirely or mostly from a compact component. There is a small
but significant number of sources which show a scintillation index
>50 per cent higher than that expected. Many of these sources lie
at a common solar elongation in both bands, which is suggestive
of space weather effects. There is also a significant population of
sources where only a small fraction of the source’s total flux density

is compact. These could consist of sources with a highly compact
component surrounded by more extended emission, or slightly ex-
tended sources with sizes ∼1 arcsec. One of these sources is 3C18,
discussed extensively in Section 4.1.

5.2 Comparison with data from other IPS observations

Fig. 10 compares our low-band catalogue with the Cambridge IPS
survey (Purvis et al. 1987), conducted at a very similar observing
frequency. The agreement between the two catalogues is very good
within the region plotted if declination errors of a degree or more
are allowed for (note that this region is close to the southern limit
of the Cambridge survey, where the declination resolution of the
instrument is at its poorest). The agreement in the scintillating flux
densities is reasonable considering that the Cambridge flux densities
were determined from a fit to multiple observations at different solar
elongations, whereas ours come from a single observation.

Fig. 11 compares our high-band scintillating flux densities with
327 MHz data from the Toyokawa station of the ISEE array (all
taken within 80 min of our observations). The scintillating power
recorded by Toyokawa is essentially an S/N which is expected to
be proportional to the scintillating flux density. In spite of the factor
of two difference in observing frequency, which can be expected
to change both the mean flux density and scintillation index of the
sources considerably, there is a clear linear relationship between
the measurements for the two instruments for all but three of the
sources.

Fig. 12 compares our high-band scintillating flux densities with
327 MHz data taken by Ooty approximately 8 h later. These data
show a similar pattern to the ISEE data, however now we are com-
paring absolute flux densities we can see that the expected relation-
ship given by equation (8) is reasonable. If anything, this relation-
ship underestimates the MWA scintillating flux density. This is to
be expected, since although compact sources might be expected to
be flat-spectrum, astrophysical sources which are brighter at higher
frequencies are extremely rare. Additionally, the most extreme out-
lier, which is much brighter at the higher frequency, is also the
closest source to the Sun, where it will be in the strong scattering
regime at the higher frequency.

5.3 Implications for astrophysical studies

Sources which are compact on arcsecond scales or smaller are in-
teresting for a number of reasons. Compact sources are necessary in
order to calibrate arrays with long baselines. Only compact sources
are suitable for absorption studies (no significant absorption will be
seen if the source is large relative to the absorbing structure). Linear
size is also an important astrophysical quantity in understanding
many classes of radio source (e.g. O’Dea & Baum 1997, use it to
understand the evolution of radio galaxies). Additionally, only IPS
sources are likely to show variability, either intrinsic (an object 1
light-day across at 1 kPc would be <1 arcsec) or due to interstel-
lar scintillation (since this requires even smaller sources than IPS).
Any transient source would also show IPS (if at an appropriate solar
elongation) for the same reason.

Our results also show that high-resolution studies at low frequen-
cies do not simply rediscover the compact objects already identified
via VLBI studies at higher frequencies. Only 44/377 high-band
scintillators and 53/353 low-band scintillators appear in the ‘Radio
Fundamental Catalogue’ of all radio sources detected in Geodetic

MNRAS 473, 2965–2983 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/473/3/2965/4107766 by U
niversity of C

alifornia, San D
iego Library user on 14 M

ay 2019



IPS with the MWA I 2977

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P

0.005

0.01

0.02

0.05

0.1

0.2

0.5

1

m

3

4

5

6

7

8

S
/N

0 .2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

P

0.005

0.01

0.02

0.05

0.1

0.2

0.5

1

m

3

4

5

6

7

8

S
/N

Figure 9. Scintillation indices (m) as a function of impact factor (p). Top: high band. Bottom: low band. Solid line shows the expected scintillation index for
an unresolved source. Dotted lines 50 per cent and 150 per cent of the expected scintillation index. Filled circles indicate known VLBI sources.

VLBI campaigns4 (see Fig. 9). Unfortunately, although VLBI at
GHz frequencies is routine, observing at lower frequencies is far

4 Version 2015c. See http://astrogeo.org/rfc/

more challenging, since the ionosphere changes significantly from
antenna to antenna, as well as from source to source. Furthermore,
only targeted searches are typically made, due to the impracticality
of imaging even modestly large fields with arcsecond resolution.
IPS sidesteps both these problems, since it can be achieved using
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Figure 10. Comparison of MWA low-band catalogue (79 MHz) with the Cambridge IPS survey at 81.5 MHz for an overlapping region. Filled circles show
MWA IPS sources and open squares show Cambridge sources. Colour scale is scintillating flux density (as modelled from observations at multiple solar
elongations for Cambridge; as observed for MWA).

Figure 11. Comparison of MWA high-band scintillating flux density (Jy) with near-contemporaneous data from the Toyokawa station of the ISEE array.

an array whose dimensions fit within a single isoplanatic patch of
the ionosphere, and requires only arcminute-resolution synthesis
imaging.

None the less, targeted VLBI surveys have been shown to be fea-
sible at metric wavelengths. Moldón et al. (2015) surveyed 630 care-
fully selected sources in 2 h with International LOFAR at 140 MHz.
From their detection rate, they estimated that there is one suitable
primary calibrator per square degree of sky. Although their observa-
tions are not calibrated in flux density, they estimate that a ∼100 mJy
compact source would be sufficiently bright to act as a primary cali-
brator. Jackson et al. (2016) refine this to 1 source per square degree

for the short international baselines (∼1 arcsec resolution) and just
0.5 sources per square degree for the longer international baselines
(∼0.5 arcsec resolution). At the centre of our high-band field, we
reach a sky density of approximately 1 source per square degree,
with the weakest sources detected likely to have compact flux den-
sities ∼330 mJy (using equation 8 to estimate compact flux density
from scintillating flux density). Some caution should be taken in
interpreting this result, since variations in the solar wind will in-
troduce a positive bias into our estimates of compact flux density
for sources close to the detection limit (Eddington 1913). Further-
more, IPS sources may not necessarily be suitable calibrators if
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Figure 12. Comparison of MWA high-band scintillating flux density (Jy) with 327 MHz measurements taken by Ooty approximately 8 h later. Line shows
expected gradient (see equation 8).

they have complicated extended structure. None the less, our ob-
servations suggest that the International LOFAR observations may
underestimate either the compact source counts, or the calibrator
flux density required to calibrate long baselines. One reason may
be that the pre-selection of particular sources has meant that many
potential calibrators have been missed. This underlines the value of
the IPS imaging technique in detecting and localize all scintillat-
ing sources within the field of view (down to a well-defined flux
density limit). A more detailed analysis of the source counts of com-
pact sources revealed by our IPS observations is underway (Chhetri
et al. 2017).

The large fraction of sources which show structure on 0.5–1
arcsec scales noted by Jackson et al. (2016) is consistent with our
finding that a large number of sources have a smaller scintillation
index than would be expected for a compact source. This could be
confirmed by an analysis of the power spectrum of the IPS, since
such large source extent would be equivalent to convolving our time
series with a Gaussian several samples wide. The IPS signal encodes
more detail on the source brightness distribution that simply the
source’s extent, however. 3C459, one of the brightest sources in our
field, is a double source, with the components approximate 8 arcsec
apart on a roughly E-W orientation (see e.g. Rhee et al. 1996). The
autocorrelation function of the time series at both frequencies shows
a clear bump at around 7 s lag (see Fig. 13). This can be explained
by the solar wind flowing across one source component and then the
other. Accounting for the orientation of the components with respect
to the solar wind velocity vector, this would imply a solar wind
velocity of approximately 500 km s−1, which is reasonable. Using
multiple observations at different solar elongations, the orientation
of the double could be determined for sources off the ecliptic. Once
the double morphology is parametrized, the location of the bump in
the ACF provides an estimate of the solar wind speed.

Together, the MWA (via IPS studies) and LOFAR (via the inter-
national baselines) can provide information on the sub-arcsecond
sky at low frequencies across the entire celestial sphere with broadly
similar resolution for each. IPS studies are limited to sources within
around 45◦ of the ecliptic,5 however this covers a large swath of the
Southern sky, including the Galactic Centre and the South Galactic
Cap. In the SKA era, IPS studies in the Southern hemisphere will
have two important roles: first they will provide an accurate sky
model of compact sources, important for calibration of long base-
lines. This can be achieved without the longest baselines, vastly
simplifying ionospheric calibration, so this work could be done by
precursors (such as an upgraded MWA) or by a partially commis-
sioned SKA-low. Secondly IPS provides information on the struc-
ture of sources on spatial scales that lie between those probed by
SKA-low baselines, and baselines between the SKA-low and other
facilities, such as the GMRT.

Variability images have fundamentally different noise properties
to the continuum images typically produced by radio interferom-
eters. At the centre of our field in our high band, we can detect a
scintillating flux density of approx 100 mJy at 5σ (versus 375 mJy
in the low band). These numbers compare favourably with 5× the
rms in the closest GLEAM bands (which have half the bandwidth,
and perhaps double the integration time): 130 and 475 mJy for 76
and 158 MHz, respectively. This difference is even more stark when
we compare with our own standard image, as illustrated in Fig. 14,
which shows the only known pulsar that appears in either the high-
or low-band catalogue. The source is barely visible in our standard

5 For in-depth studies across a range of frequencies, however some infor-
mation could be gleaned for sources even 90◦ of the ecliptic: i.e. the full
sky.

MNRAS 473, 2965–2983 (2018)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/473/3/2965/4107766 by U
niversity of C

alifornia, San D
iego Library user on 14 M

ay 2019



2980 J. S. Morgan et al.

Figure 13. Autocorrelation functions for 3C459. Top: high band. Bottom:
low band.

image, yet has a very strong detection in the variability image. In
total, there are 90 IPS sources in the high-band image (and 99 in
the low-band image), which are <5σ in the standard image.

The reason for this difference is that even snapshot images taken
with the MWA are dominated by confusion noise. In this case that
includes very strong sidelobe confusion from the Sun. In contrast,
the variability images that we have produced are much further from
the confusion limit, since compact emission makes up only a very
small fraction of the total emission detected by the MWA (i.e. the
vast majority of sources have a scintillation index �1) and any
resolved emission (e.g. from the quiet Sun) is completely invisible.

Therefore, IPS information assists in blind transient and vari-
ability studies in two different ways: first, with a catalogue of IPS
sources covering the survey area, we can exclude the majority of
sources from our analysis, since their linear size excludes them
from being variable. Secondly, we have a method which allows us
to image the sky while filtering out any emission which does not
come from sub-arcsecond scales, allowing us to probe below the
confusion limit.

Unfortunately, while the current methodology is very effective at
identifying hundreds of scintillating sources in our data, we have
shown (in Section 2.3.3) that there is little sensitivity to be gained
from longer integrations, and the detection limit will be compa-
rable with the sensitivity achievable in a single scintillation time-
scale. Stacking analyses would suffer from the same N1/4 limita-
tion, though these may still allow detections well below the current
sensitivity for large enough N. Incremental gains may be found

through improved calibration techniques such as those developed
by Offringa et al. (2016) and Hurley-Walker et al. (2017); adjusting
the observation strategy to maximize instantaneous bandwidth and
minimize instrumental noise; and by making the time-domain filter
adaptive to the prevailing heliospheric conditions in each area of
the sky. Additionally, the current statistics used for detection make
no direct use of the exponential distribution of strong scintillation
as a discriminant against Gaussian noise, nor are correlations in
the IPS between frequency bands exploited. Future investigations
will focus on developing a detection metric which makes full use
of this information to determine whether known sources are show-
ing IPS, and to detect entirely new sources via their IPS signature
alone. For the former, prior knowledge of the locations of sources
(whether they be detected in low-frequency radio surveys or at other
wavelengths) could be used.

Future instruments or upgrades which increase the collecting
area would of course allow deeper observations, as would increased
bandwidth, at least where the scintillation bandwidth is wide, i.e. in
the weak scintillation regime (Fallows et al. 2013). As noted above,
longer baselines than those used in this study would not be required
since confusion noise is not an issue and the current resolution is
sufficient to allow crossmatching to existing continuum catalogues.

Over most of the first half of 2016, we conducted daily IPS obser-
vations, with 10-min observations of overlapping fields surrounding
the Sun, while keeping the Sun itself in the null. Reduction of these
data is ongoing, however with multiple daily observations we can
start to average over stochastic variations in scintillation index due
to fluctuations in the solar wind, and by observing sources at multi-
ple distances from the Sun we can start to model source sizes more
accurately, producing a catalogue of compact sources with a similar
flux density limit to GLEAM. Dual-band observations will allow
the spectral index of the compact component to be determined, as
well as any change in size with frequency.

5.4 Implications for heliospheric science

As noted in the previous section, we are able to detect one scintillat-
ing source per square degree, comparable to the deepest IPS surveys
to date (Artyukh, Kopylov & Kopylova 2003), with just 5 min of
observation time. This far exceeds the source density typically used
for space weather studies. Since our technique surveys wide fields
for all scintillating sources, rather than targeting known sources, it
is well suited to conducting an all-sky survey of IPS sources. Such
a survey would be of great utility to existing facilities if they were
upgraded to allow observations of multiple sources at once.

The MWA itself can also be used to generate IPS information
for the Space Weather community. Where IPS is used for space
weather modelling, a number of observables are used to measure

Figure 14. Pulsar J0034−0534 (TGSSADR J003421.8−053437) as it appears in the low-band standard, variability, skew, and kurtosis images. The source is
only approximately 3.8σ in the standard image, but is 17σ in the variability image.
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key physical parameters. The first is the scintillation level of each
source relative to its expected scintillation level (g). The expected
scintillation index varies from source to source (due to source struc-
ture) and depends on distance from the Sun. Departures from the
expected value (non-unity g) indicate unusually high or low turbu-
lence (�Ne), and �Ne is generally thought to be very closely related
to Ne (Tappin 1986). We already have strong evidence for enhanced
scintillation for some sources, however in order to calculate g for
all of the sources in the field, source structure needs to be accounted
for. Since source structure will be constant, all that needs to do be
done in order to calculate g is to observe the field a sufficient number
of times to determine a median scintillation index for each source.
If this is done over a long enough interval that the solar elongation
changes significantly, this would have to be taken into account. The
movement of areas of enhanced density or rarefaction (e.g. Coronal
Mass Ejections, or CMEs) can then be determined with extremely
high resolution. A feature moving at typical solar wind velocities
will move across the sky at ∼1◦ hr−1. The IPS survey described
in the previous section observed most sources more than once per
day, but the MWA was only used with a duty cycle of approximately
0.25. If the MWAs were dedicated to IPS observations for a full day,
we can imagine 6 × 10 min observations being made every hour
fully encircling the Sun with fields approximately 40◦ in diameter,
probing solar elongations from 20◦ to 60◦(except for when the Sun
is within 45◦ of the horizon, when only the side of the Sun closest to
the Zenith could be observed). This is approach is technically fea-
sible, although at the current time, calibration, and imaging cannot
be fully automated, and the computing facilities required to support
regular observations of this magnitude would be considerable (see
Appendix A).

In addition to g, velocity measurements are also impor-
tant for tomographic reconstructions of the solar wind (Jackson
et al. 1998, 2013, and references therein). This is often done us-
ing multistation IPS, where the same scintils are tracked by two
stations non-equal distances from the Sun, and the velocity can be
determined from the delay (Dennison & Hewish 1967; Little &
Ekers 1971). However, velocities have also been measured using
single-station IPS using dual-band measurements (Scott, Rickett &
Armstrong 1983) or even using just a single station and single
band (e.g. Manoharan & Ananthakrishnan 1990), though there are
a number of other parameters that have to be fitted for (as a min-
imum: source size, spectral index of turbulence and axial ratio of
turbulence) and high S/N is required for an unambiguous result.
Prospects are therefore good for reliably determining the velocity
using the dual-band technique, or using some combination of the
multiband capability and power spectrum fitting techniques, with
results validated with near-contemporaneous observations from the
ISEE array and/or the Ooty array for a subset of sources.

6 C O N C L U S I O N S

(i) We have developed a novel technique for measuring the IPS
of many hundreds of sources simultaneously using high time reso-
lution interferometric imaging.

(ii) This technique can be used to conduct a full census of com-
pact emission across the full field of view of the instrument.

(iii) For space weather applications, this means a much denser
sampling of the heliosphere.

(iv) For astrophysics, this provides a valuable complement to
continuum surveys at low frequency, such as GLEAM and TGSS.

(v) For future instruments, such as SKA-low, this allows us to
estimate the density of potential calibration sources.

(vi) The 98 per cent of sources in our 158 MHz catalogue have an
unambiguous counterpart in the TGSSADR catalogue. Thus, their
location on the sky is known to 2 arcsec, enabling optical follow-up.

(vii) When searching for a source by its variance alone, the detec-
tion threshold only increases by the fourth root of observing time.
The same is true of bandwidth only if it exceeds the scintillation
bandwidth. Otherwise sensitivity is proportional to the square root
of bandwidth and number of baselines in the usual way.

The next publication in this series (Chhetri et al. 2017) will
explore the astrophysical properties of these low-frequency compact
sources in more detail.
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Supplementary data are available at MNRAS online.

Table 2. High-band catalogue of scintillating sources (only the first
10 are shown).
Table 3. Low-band catalogue of scintillating sources (only the first
10 are shown).
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the authors. Any queries (other than missing material) should be
directed to the corresponding author for the article.

A P P E N D I X A : C O M P U TAT I O NA L
C O N S I D E R AT I O N S

While there are numerous advantages to the synthesis imaging
approach to IPS observations, especially for large-N arrays, the
computational requirements and data products are large. In this ap-
pendix, we describe how to produce, store, and access these data
as efficiently as possible, provide estimates on the computational
resources required, and indicate how future work might further im-
prove efficiency.

A1 Computationally efficient high time resolution wide-field
synthesis imaging

The exceptionally wide field of view of the MWA means that imag-
ing accurately and efficiently is a complex problem. Among the
effects which make wide-field imaging difficult are time-average
and bandwidth smearing (Bridle & Schwab 1999), w-term errors
(Perley 1999), and a changing phase calibration across the array
due to the ionosphere. These effects can limit conventional imaging
sensitivity, as any blurring of sources or residual sidelobes will in-
crease confusion. This has motivated the development of a number
of tools (e.g. Mitchell et al. 2008; Sullivan et al. 2012; Offringa
et al. 2014) which address these issues.

These problems, however, are of little relevance to IPS imaging,
at least with the field of view and baseline lengths used here. Time-
average smearing is not an issue when imaging on very short time-
scales, neither are w-term errors for an instantaneously co-planar
array (which the MWA is to a good approximation). Bandwidth
smearing introduces decorrelation which ‘smears’ sources in a ra-
dial direction (with the effect being proportional to the square of the
distance from the phase centre), reducing their surface brightness
though preserving their integrated flux density. This change in the
shape of the PSF can also cause deconvolution errors.

As discussed in Section 4.1, ionospheric effects largely manifest
themselves as shifts in the positions of sources. The sidelobes of
scintillating sources also change very noticeably across the field
of view, almost certainly due to phase errors introduced by the
ionosphere. However, these do not have a significant negative effect,
apart from reducing our sensitivity in the vicinity of bright sources,
and introducing spurious detections, which are easily excluded (see
Section 4.2). This means that shortcuts can be taken to improve
computational efficiency at the expense of imaging fidelity, for
example averaging in frequency to reduce the number of visibilities,
and reducing the number of facets/w-layers used to mitigate w-term
errors.

We have found WSCLEAN to be fast, accurate, convenient, and
flexible enough to be easily adapted to our imaging problem. The
data discussed in this paper were reduced on a standard desktop
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Table A1. Time taken to execute various data reduction tasks on a single node of the Pawsey Centre ‘Galaxy’ supercomputer, averaged across 12
observations. These observations have identical duration and correlator setup to the observations presented here (see Table 1), a similar dual-band setup
has been used, and the zenith angle is comparable. Note that obsdownload and cotter act on the full observation, whereas applysolution and WSCLEAN

have to be run separately on each of the bands.

Task Time (h) Notes

obsdownload.py 0.38 Download data from MWA archive (executed on ‘Zeus’, not Galaxy)
cotter 0.61 See Section 3.1. In this case, channels were averaged to 160 kHz
applysolutions 0.60 Apply calibration solution
WSCLEAN 5.65 Imaging parameters identical to high band (Table 1) approx. 1000 CLEAN iterations
Total 7.76 Currently, all of these tasks must be executed in serial

machine over several days. However, Table A1 shows the time
taken to execute the main data reduction tasks on a single node
of the Pawsey Centre6 ‘Galaxy’ computer (20 × 3.0 GHz CPU
cores, 64 GB memory). Data reduction time is currently dominated
by imaging, which is in turn dominated by Fourier inversion of the
visibilities (95 per cent, versus 5 per cent deconvolution). WSCLEAN

already makes efficient use of multiple CPU cores, although if time
steps rather than w-layers could be imaged in parallel, this might
lead to a speed up of an order of magnitude at the expense of
poorer image fidelity. In the future, GPUs might be used to do the
imaging step even more rapidly. Further gains could be found by
consolidating the first three tasks.

The current minimum turnaround time ∼8 h does not preclude
useful space weather forecasting, since CME arrival times are usu-
ally measured in days rather than hours. However this does as-
sume that a calibration solution can be produced in an automated
fashion relatively rapidly. This has always been the goal (Mitchell
et al. 2008) and will probably be a necessity for the next generation
of radio interferometers.

A2 A convenient format for image cubes

Section 3.3 describes the result of the imaging process: a 2D FITS

image7 (of dimensions Nx = 2400 and Ny = 2400), for each orthog-
onal polarization (Np = 2), for each time step (Nt = 560), for each
of two bands. For all images for a given band, the World Coordinate
System (WCS: Greisen & Calabretta 2002) is identical. In other
words, a single pixel (x, y) maps to the same point on the celestial
sphere for all images (setting aside ionospheric effects which are
not accounted for).

Since ∼1000 images would have to be read in order to produce
a single time series, some reorganization is required. One option
would be to re-organize these images into a single FITS file with di-
mensions [Ny, Nx, Npol, Nt] (where we use the C-convention with the
fastest varying axis last). This would ensure that both polarizations
of a time series of a given pixel are stored contiguously, allowing
rapid access. The disadvantage of this approach is that we are often
interested in accessing the time series for near spatial neighbours
(for example to examine off-source pixels).

The HDF5 format8 deals with this problem by storing data in
‘chunks’: a subset of an array where the size of each dimension
is a factor of the size of the total array. We store our data in an

6 www.pawsey.org.au/our-systems/galaxy-technical-specifications/
7 Wells, Greisen & Harten (1981).
8 http://www.hdfgroup.org/HDF5

array of dimensions [Npol, Ny, Nx, Nchan, Nt], where Nchan = 1 and
provides for any future data set where multiple spectral channels are
produced. We then use chunks of dimensions [Npol, C, C, Nchan, Nt]
with C = 24 for the high band and C = 16 for the low band. This
means that in order to produce a sub-cube of spatial dimensions
C × C a maximum of four chunks have to be read.

A single HDF5 file can store multiple multidimensional arrays
(‘data sets’) in a hierarchical containers (‘groups’), so a single data
set can store data from multiple bands, along with other multidi-
mensional data, such as primary beam images. Metadata can also be
attached each data set as a set of key-value pairs (‘attributes’). The
FITS header is stored in this way, and an astropy (Astropy Collab-
oration et al. 2013) WCS object can be generated from it directly.
This means that summoning a time series can be made as simple
as providing a right ascension and declination, with primary-beam
corrections being made on-the-fly if required.

This data structure makes it extremely convenient to access the
data, however the data volume is still extremely large (41.5 GB
for our high- and low-band data combined). Since data analysis
techniques are still in development, we wish to preserve these full
data cubes for the time being. A factor of two saving can be made
by averaging the two polarizations. A further factor of two can
be saved by using 16-bit floats rather than 32-bit floats. Since any
operation (including power spectrum analysis) is going to sum over
many values, the minimum precision (approximately three decimal
digits) is more than adequate provided that care is taken to promote
the values to higher precision before operating on them. Finally, HDF5

supports the compression of each chunk, with the data optionally
first being ‘shuffled’ (rearranged at the byte level) to improve the
compression ratio. Since the primary beam shape is not rectangular,
the compressed size of the data set can be reduced significantly by
setting all pixels beyond a certain point in the primary beam to the
same value. We achieve a final data set size of <18.5 GB without
averaging polarizations and with minimal blanking.

Code for producing and reading these data files is available.9 Also
provided is parallel code for generating the variability image. Even
on a desktop machine, the running time of this script (about 20 min)
is negligible compared with time taken to produce the images.

9 https://github.com/johnsmorgan/imstack
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